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Lecture 3

Distributions - function that represents

the chance of seeing a particular
out come out of all possible outcomes

P(X) < 02P(x)[1 for any X

[P(X) = 1 < "normalized"
X

Characterize a distribution :

"Moments" EP(X) ,
1th moment

Eg M = [P(x) 2nd [** P(X)



M = (X) = [xP(X)

Ind moment =(x2) = [x= P(X)

Var[x] = 02 = [xz) - (x)2
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Binomial distribution independent
~

Chance of m crests in N trials

P(mj N) = (Mn)pM(-p
-m

p is a chace on a single trial

(Mn) =(m) ! I
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Discrete distribution 2 :

Poisson Distribution ↓
limit of the

Binomial distribution

Chance of m events in some fixed

interval or area ,
in limit p

-> o

"rare events!

limit N-0 , p
-> o

P(mip) =Mise
unit lessmean,M, Variance = M
-



①
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Preview continuous distribution
-
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XOX-pe)2
-①P(x) = E C

202 Normal
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② P(x) = +
e
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Calculus review
- function gives you

① derivative ,
slope of a

function
&

i) derimtie is the stone
at a point
I f'()

I
f((a)
-

-
①#fis

If limf'(x) =

2x
=

htt
-f(x



ii) may ,
min must have

Ifx)a = 0 If max or min

↑
- ~ b/ slope

has to change sign

~ max
, min

o
sudde d = O

d=
dif

Us Jx2



about If dif
think Exe W- 2 *

2xt = 2f(x) = X
->

f(x) =
-x2 --2x + -2 1

①
aX

g(x)= x g(x) = e

n- 1 aX= = ae

deriv ofg(=In [constant isD



Integrals "Are under a curre
-
-Inu

·
mu↑- # *integral =-M

antiderinate
& b

If
dxS x = f(b) - f(a)

a

derivative
- lose information
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"Max *X

small

② 1X
N
-g"f(xd2f(xi) &Xi

has units

a
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CH distributions :

Nex
(xn) = ( xP(x)dX

-X

"domain" of P(x) ?

Pzero outside some region.
93yrp(x)dx IfP(x = of

X >b

X9



var(x)= fo(x- mi P(x)dx
-X

Prob(a = X = b) = fPp(X)dX
M

#



Preview
:

product rule

(fy) =g(x) +f
differentials

"multiply dx"

d(fy) = (df)g +f (dy)
N


