
Lecture 2- Probability & Distributions
-

Reminder :
Last time indepuknt outcome , same event

RAnB=0 RAUB= Patppg

Independent events :
- -- -- - -

-

Example : 2 people each roll a die

what is prob of 2 sixes ?

Combine into a single event to see role

436 possible events"

§ general rule for ind outcomes

- Pang = PAXPB
→

Be careful depending on question . whet
about prob of { 5,63

Pposonl - 6 n person 2 - s = 456 so prob of,,
but also opposite case = 436 n' scaring 11

= 2/36 = 418

(this is an example of the "
or
" rule

for the joint outcomes, add area )

whet about prob that one rolls S or

the other rolls 5 ( either, not
both)
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what about A-= 2 or B = 6

but not A-BE

re A- Bz 6
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prob event X doesnt

happen = I- Px &



For a sequence of observations { oil =

{ Xi , Xz , tz . . . Xu}
~

POO
,
= X , A 02=42 n - - n n on=Xw=f , Pxi
[worksheet, s min]

"Mon

How does order matter?
→ How

many ways to rearrange
0

N objects → Turns out .
µ! =p ( n -HLN -21 - - - 1

This is because
, imagine N slots

First item has N choices
,
second item

N - l
,
and so forth , until foll



Returning to coin flips, a sequence

would be like HiT, T, HIT, . - -

prob would be Po ,=µnoz⇒ i - - -
= PHPTPTPHPT ' - -

Every Seg is unique=p,yNHqNt
→ =

punt ftp.yf-N"mutual

what if we just want to know
""sire

how may Sgs of
'

length N hare NH heeds

Then these could come in any
order

,
and the

prob of NHIN is much higher

what is # ways to, order the NE items ?

ordering
+⑦ coins in N slots

WHO
.

G
.
Put in Nu coins , as before

N .@- l) . ( N - 21 - - - but only down to N -Nti
G = N !

NI,
In every case there are NT slots

Filled w/ T 's ,
which can go in

NT !

order

Each of these sequences is
identical if

indistinguishable so

khooseNt=nI÷µ:=f÷, ,µµµ=afwww.
symmetric!



These values, written (Nm ) or N chooseM

are called " binomial " coefficients b they are
the terms in expansion

(atb)N = abt (7)an b
"'t

. . .

=?!!? ) aibn
- i

Prob (Na ; Nl
= (Fa ) Panta.pain" .

I binomial distribution

Normalized : I ? = ¥=!fat Pant Ps
"
-Gaters
= IN = I V

Familiar lens !

,
' ! '

, ← pascal 's
I 3 3 I triangle

key: Meaning is , probability of exactly
m successes in N finials ( Biron IN,my

int:

.

.



& mean and variance

Mean is simple average
know

,
if { Xi , xz.kz . .

. }
, average

is

E -- I Xi ← this is a sample mean ,
it is computed fun data

If we here a distribution of " X's "

N

µ= E X ; Phil also written CX)
n=l

Another important quantity is Variance ,
or

b/c o = Std
der

or = - LHP > I

q!y×i - m2Phil= ( I > - 4×32 =
&

For data I' Ii
,

ki -Ki explain
assumed Xi is " sampled

" from dist
d

Binomial dist

µ = Np oZ= Np ( t- p)

⇒ own Yai
so dist gets

more

rel narrow



Poisson Distribution return to
#

its distr

key: prob of a number
of random events happens in fixed

interval ( usually time)

Like number of decay exerts od radioactive

nuclei per hour
or

number of proteins in some area in

a membrane

comes from Biron N -70 trials
u p -70
rare events

"

Pln , µ) = pine
- in

Tn,
where µ is

avg number expected

Eg f protein = Yum' look at 100 nm
'

area

µ=pA= 100am
?

←
smaller

qq.me
= INO

' "

pent ← bigµ

most likely o !
#

n

|o2 %u - Yr, also


