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But , even if know UCH
,

cannot compute (o) directly
for most problems, high dimension

Idea ! produce representative
set of configurations {If}
5. t.lt distributed according to

target distribution
More specifically , have correct
relative weights . So cg for

Boltzmann distribution

= e-
Pal

t.pnq.IM#iYp(iie-.pua.;,=e""i:D
= e-Pdtlij



How can we do this?①Going to
generate a

"Markov Chain"

This means a set of cfgs

i. → ii.> i. → it
made by some rule where

P(Ñt→Ét+, ) only depends on
what ii. is (not ii. ii. ..É,)

② It can be proven that if
our rule satisfies

"

detailed balance:

then sampling will confuse
"detailed balance" - each microscopic

step follows equilibrium rule

P(✗f) P(✗e-> ✗c-til -_ Pitt, )P(✗t+Pkt



We do this by choosing
the rule PLÉI -5×1-+11

This is actually made of two

parts !

P(✗Es ✗ c-+1) = Pager txt > ✗c-+1) •
Pace ( Xt -7×1-+11

Plugging into D.B. ( switch to

x.us/PlxlPgenlx-iy)PaccCx-sy)--Plg1Pgnly-sx1Paccly-sx1
⇒ Paula>g) =P,¥yPY¥¥Yy, - Pauly-1×1
-

r(✗→y) " rate
"



How can we get this:

MetvpulisRk- ( 19531

Pace / ✗→g) = min [1 , rings]

why does this work?
②

either it ✗→ g) 71 or

rly -2×1>1 lets try both
⑥

a : rly -3×1 = →g)
< I

÷÷¥,=i¥⇒=*"
b : rly-7×1--1

"¥¥,= -4*1



Algorithm! start at ✗ c-

① Propose ✗++, w/ prob Pger(✗+→✗++11

yen random # re [0,1)

If r < Pace 11¥ ✗++1) ?

②
move to ✗£+1

if not :

duplicate ✗+ ie 4++1=14

③ but to 1

Let's look at r( ✗→y)

r(✗→y) = Pgh_ly→x , . Ply)

PgenC✗→y ) PTH

choose Pgen &

PCH is target distr



So far Metropolis
Pty) /pay = e-

Blues

what about this Eger
Using choose Pga to be

symmetric St Pgerlx→y)
- cancel
Pyen(y→x)

Eg ! Suppose we want to sample

1 particle in to UCH = tzkxz

Rule could be

1¥ ✗t+i= ✗ c- t & rz
to rz C- (-1, 1) uniform random

& is Max step size

Reverse more equally likely



In this case Metropolis rule simplifies
to pace = min [ 1

,
e-Psn]

Accept always if energy goes down

Accept sometimes if energy goes up

The moue role to get
accept prob ~

0.25-0.5

tradeoff between efficiency and
exploration, eg size of E

bigger move, more likely to
Increase E more

Reminder : even if initial cfg
not good , will eventually sample
from target PC if ergodic)



Do we have to Use metropolis?

There are other rules:

Eg : Glauber rule

pace lay)=t[ 1- tenh(P¥
= e-BSE

✗ya

¥ie÷*
why?
DE Ey- Ex
DE y✗= Ex

- Ey=
-1 Exy

"

Y÷E¥, = e- Poem ✓

0 lineup



Why MC & why Not !

① Easy
② can choose smart Mc

mores which sample space

much faster

why not :
Not real dynamics ( if youcare)

①
only static properties right Casually )

② Usually only small moves accepted

Eg in liquid
,
more 1 me not

all at once as in MD


