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Introduction to

Statistical Mechanics
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What is statistical mechanics ?
( statistical physics ,

statistical thermos
.

. )

In chemistry we are interested

in atoms & molecules :

how molecules interact with are

another

We know properties of atoms &

small molecules in Isolation

can be computed using QM

Most chemistry experiments is vole

large cdbehan ,
of molecules

,

~ O ( 1023 )
,

so we cannot

compute anything abort this



directly using QM or ever

Classical Mechanics Wta )

However ! we know may
properties of systems an be

measured that hare nothing to

do with the precise coordinates

of all the to > molecules in a box

( eg phase transition temperature,'

heat capacity
)

Hence we might surmise these

properties arise when amusing

soneeowwtity over all the possible

positions of every molecule in the system

( lets assume no reactions for nowt



In this class :

look @ how muserble grant ites arise
for systems of molecules

carnet classical mechanics with

① thermodynamic quantities ( e.g .

Cntropy
,

free -

energies ,
heat capacities etc )

→ emerge from
avg interactions

② look at non - thermodynamic properties
such as spectra ,

rates of going
between states

⑧ learn about how computer simulations

can help generic solutions for

problems that cannot be sowed

exactly
Realexanp#

① whet is the structure of a livid
,

and how does this connect to how

it is measured



② general principles of how

polymers be here in solution
,

including how proteins fold

③ how do things :melt ,
freeze

self assemble
,

how does

this depend on dimension ?

( eg
confinements

-

Crucial to understand statistical quantities
used in this class ,

Reed example ,
diffusion :

later we may cover diffusion in3D
,

particle w/ brownian motion
,

Einstein 1905

Consider the simpler case of
something trapped in one dimension
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however
,

if you actually do egsk, you will find

Terence.fm .

reweave this by RMS d
,

Ed

this is an avg aw may trials

for most problems in skt mech
, me will

imagine may copies of the system
w/ diff init auditions I radar seeds

Than we perform an

"
ensemble

"

avg

(A) ensemble
=

Epn An &
n

States

for this problem I others
, we exult

(A) tie =L AS ensemble

if this is true far
any A

,
it is



celled can

"

ergodic
"

system

Clacks
, cannot show a system is ergodic

but are believe it to.be he for
most systems
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This is an example of a standard
deviation

,
deft

02 -

- Var = Ty ?!Cxi - M2

where
II

= { x.
, a ,

. . .

, Xu } z Exit

and a = FEI xi

Important :

YNET
,

Cxi - ful
'

= % -2K? - 2x ; µtµ2 )

=

'E¥
- an ?÷nct%E÷.

= 4×27 -142 = 5×22 - ( x >
2

① HCx)=Lx→-y

② Uarcxlzo ⇒ 5×2322×72 *

-

slapped here

Glen Hocky




Measurements X '

,
are assured to come

from an underlying probability distribution

pan , eg pm
- ×

Properties :

① likely hood XE Ca
,

b ) = fab Pcxldx

x

② normalized
, fpcxsdx El

- ←
or repeat def

^

Aug : SA > = FALA Pcxldx

Meen :
in =Lx > = fxpcx ) dx

✓ a

:O? LI ) - 4×72 = f MPG ) dx -

µ
?

= f Cx - m2 Pcxldx



Very important distribution
,

PCH e-
" " " % '

anymore

,

normal distribution

¥i÷÷÷
Central limit theorem :

Suppose Xi from any PCH

Sample mean pan = IN Xi

Plan -

H
-⇒ UNTO, %)

which mens avg error or me -

( ( pin
- yup ) = 021N → Std der of men 4%



In stet mech , we imagine taking our

large system

F÷t¥
'

mama .

& Nonelected

Compute Aian any Subsystem
Then Fast -

Yfµ
Hence fo a large system we always

measure the a- g quantity

( if 8 an be sufficiently small )


