
Dive into 
computational 

physical chemistry

Lecture 7: Simple 
MD Models with 

LAMMPS

Glen Hocky
October 18, 2024



Recap (Lecture 3): What is a classical 
Molecular Dynamics (MD) Simulation?
Classical particles obey Newton’s Equations of Motion

𝐹 = 𝑚	𝑎

But really 3N differential equations
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What are the forces?
𝐹⃗ = −∇𝑈
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, etc.

Good reference: https://livecomsjournal.org/index.php/livecoms/article/view/v1i1e5957



Simulation “box”

Bunch of molecules particles are put in a box

Typically: periodic boundary conditions – particles interact with 
their closest periodic image. Note: This prevents edge effects but not 
finite size effects.

After simulation: have to wrap molecules into box for visualization 
and certain kinds of analysis



Going away from atomistic MD

◦ Many problems can be studied by developing a simplified model (sometimes 
“coarse-grained”) representation of a system

◦ Physical principles can be discovered by studying very simplified systems 
including

◦ A “particle” on an N-d potential energy surface

◦ Particles interacting with simple potentials

◦ Interesting part of problem is what model to choose to represent your 
experiments



Example 1 from research



Example 2 from research – supercooled liquids

Debenedetti and Stillinger, Nature (2001)

Kob & Andresen, PRE (1995)



Example 2 from research – supercooled liquids



Example 2 from research – supercooled liquids

Berthier and Biroli, RMP (2010)

Kob & Andersen, PRE (1995)

Lennard-Jones potential
• 12-6 potential

• Minimum at 2
!
"𝜎

• 0 at diameter 𝜎
WCA potential 
• shift up at minimum and cut off



Example 3 – crystallization of hard particles

𝑈 𝑟 = &0, 𝑟 > 𝜎
∞, 𝑟 ≤ 𝜎 𝐹 = 𝑈 − 𝑇𝑆



MD simulation software

Many MD software, some of which have specialized purposes:

- Bio systems: GROMACS, AMBER, NAMD, OPENMM, …

- General/materials: LAMMPS, HOOMD-BLUE

Speed: these are all optimized to greater or lesser degrees to parallelize 
computation across many CPUs and/or on GPU



LAMMPS
◦ Large-scale Atomic/Molecular Massively Parallel Simulator

◦ Development led by Steve Plimpton

◦ Very easy to customize

◦ Very general in terms of types of systems

◦ Downside – not as fast as GROMACS, AMBER etc

◦ FYI – Can use with PLUMED and other types of plugins, also can be called from 
Python and other cool features that can be useful in research



LAMMPS usage
◦ LAMMPS provides a number of 

examples to get you started

◦ Some good tutorials exist, e.g. 
https://lammpstutorials.github.io/
Key items:
1. Units / atom_style
2. Create box/ atoms
3. Set mass
4. Initialize velicities
5. Set pair interactions
6. Fixes – nve, nvt, npt etc
7. Computes – various properties
8. Thermo – write properties to screen
9. Dump – write positions to files
10. Minimize / run – compute forces/ execute

https://lammpstutorials.github.io/


Today
1. Pull updates on comp-lab-class github page

https://github.com/hockyg/comp-lab-class-
2024/blob/main/Week8/Assignment.md

2. Run an example from LAMMPS

3. Use LAMMPS and VMD to determine approximately when hard disks/spheres 
crystallize

Next time: 

1) Halloween + run & analyze KA-LJ system for supercooled liquids

https://github.com/hockyg/comp-lab-class-2024/blob/main/Week8/Assignment.md
https://github.com/hockyg/comp-lab-class-2024/blob/main/Week8/Assignment.md

