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Abstract

This thesis aims to unravel the intricacies of Mechanobiology surrounding Molecular Machines

within cells called Force Sensors, using the latest approaches in Computational Chemistry and

Statistical Mechanics. Mechanical forces are present throughout cells and play a pivotal role in

processes such asmotility, transport, and growth. Force Sensors respond to these forces, undergo-

ing conformational shifts to facilitate essential cellular functions. To overcome the limitations of

experimental techniques, computational methodologies are employed to probe the effect of forces

at the molecular level, providing a deeper understanding of Force Sensor functionality. This the-

sis focuses on two systems where response to force is integral to function: Actin Cytoskeleton

and so-called Molecular Springs. For Actin Cytoskeleton, we address a significant challenge by

presenting simulation data supporting a multiple-step activation pathway of Arp2/3 complex, a

known actin filament nucleator unique for its ability to form branched actin filaments. Shifting

to Molecular Springs, we introduce a simulation technique designed to predict the molecular-

level effects of mechanical forces. A subsequent study enhances this technique by combining it

with another effective enhanced sampling tool. The overarching goal is to predict the behavior

of various Molecular Springs, contributing to the engineering of piconewton magnitude cellular

and subcellular force sensors.
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1.6 Calibrating a FRET based Tension Sensor Module (TSM) using optical tweez-

ers. Λ𝑒𝑥𝑐 (orange) denotes the light at the excitation wavelength specific to the

Donor fluorophore (yellow). Force-distance data acquired through optical tweez-

ers, combined with simultaneous FRET responses at corresponding distances, es-

tablishes a direct correlation between FRET response and applied force (Schematic

adapted from Ref. [15]). (Inset) Jablonski diagrams illustrating the ground and ex-

cited states of the Donor (yellow) and Acceptor (cyan) fluorophores. Solid arrows

indicate radiative processes (Absorption, Fluorescence), while dashed arrows rep-

resent non-radiative processes (Vibrational Relaxation, FRET) (Schematic adapted

from Ref. [44]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
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2.1 Simplified schematics of the conformational pathway to activation of Arp2/3 com-

plex in a concerted versus multistep model of activation. Previous data indicate

that while WASP triggers the splayed to short pitch conformational change, both

states can exist with or without WASP bound to the complex [93, 94]. For clar-

ity, neither these conformational states nor their reversibility is depicted here.

For a more detailed diagram of the two proposed mechanisms that includes these

states, see Fig. 2.16. Text boxes to the right of each scheme list the key features

of each mechanism. The splayed/flattened state (marked with red question mark)

may not be adopted because of steric clash (see Discussion). . . . . . . . . . . . . 29

2.2 Starting structures used for each of the four unbiased all-atom MD simulations

described here. The PDB file used to build each structure is indicated in the lower

right corner. Arp2/3 complex, actin-related protein 2/3 complex; MD, molecular

dynamics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.3 (A) Plot of the distance of the center of geometry (COG) of subdomains 3 and 4 of

Arp2 to the COG of subdomain 3 and 4 of Arp3 as a function of simulation time.

Dashed and dotted lines show the corresponding distance in the branch junction

structure, 7TPT, and the inactive Arp2/3 complex structure, 4JD2, respectively.

Data for simulations are shown as average smoothed over 5 ns (50 frames) for

this and all other plots from the unbiased simulations. The shaded area shows

the standard deviation over the smoothing window. (B) Surface representation

of Arp3 from inactive (4JD2) or active structure (7TPT) showing average contact

scores over the entire trajectory for Arp3 residues that contact Arp2. Contact

scores for 4JD2 and 7TPT are shown on the left for reference. Contact scores

were calculated using PyContact, as described in the Supporting Information. . . 32
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2.4 (left) Backbone trace of Arp2 showing measurement of the twisting/flattening

angle. Subdomains of Arp2 are labeled 1 to 4. (right) Plot of Arp2 and Arp3 twist-

ing/flattening angle (𝜑) versus simulation time for the free Arp2/3 complex from

branch junction simulation. Arp2 and Arp3 twisting/flattening angles from inac-

tive (4JD2) and the active Arp2/3 complex structure (7TPT) are shown as dashed

or dotted lines, as indicated. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.5 (A) Plot of the Arp3 subunit twisting/flattening dihedral versus the Arp2-Arp3

COG, which measures movement into the short pitch conformation. Enclosed

regions indicate the most probable conformations in the simulation, as defined

by conformations that are within a radius of one free energy unit from the lowest

energy conformation. Circles show the corresponding measurements for selected

active and inactive cryo-EM or X-ray crystal structures. (B) Plot as described in

(A), except the Arp2 twisting/flattening dihedral angle is plotted on the x-axis. . . 34

2.6 Ribbon diagram of the free Arp2/3 complex from branch junction simulation out-

put at 1 𝜇s showing that the Arp2 D-loop maintains contact with ARPC3 even

when the complex moves into a short-pitch, twisted conformation. The D-loop

of Arp2 is highlighted in yellow. The distance between the globular domain of

ARPC3 and subdomains 1 and 2 of Arp2 is indicated with a black line. Inset shows

a zoomed in view of the interaction. . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.7 (A) Plot showing the distance between Arp2 D-loop and ARPC3 for Arp2/3 com-

plex (active) and (inactive) simulations versus simulation time, with 7TPT and

4JD2 plotted for reference. (B) plot showing the distance between the COGs

of Arp2(Sub1&2) and ARPC3 versus simulation time in the Arp2/3 complex active

simulation. Arp2/3 complex, actin-related protein 2/3 complex; cryo-EM, cryo-

electron microscopy; COG, center of geometry. . . . . . . . . . . . . . . . . . . . . 35
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2.8 (A) Diagram showing the twisting/flattening angle (𝜑) of Arp3. The four subdo-

mains of Arp3 are labeled 1 to 4. (B) plot of Arp3 twisting/flattening dihedral angle

versus simulation time for all unbiased simulations that started in the active con-

formation. Arp3 twisting/flattening angles from inactive (4JD2) and active Arp2/3

complex structures (7TPT) are shown in dotted or dashed lines, as indicated. . . . 37

2.9 (A) Plot of the surface area of subdomain 4 of Arp3 buried on the mother filament

versus simulation time. Buried surface area of subdomain 4 in the branch junction

structure (7TPT) and a model of 4JD2 on an actin filament are shown as dotted

or dashed lines. (B) Ribbon and surface representation of the last frame of the

branch junction without daughter filament simulation showing residues within

actin filament that interact with Arp2/3 complex upon subunit flattening in Arp3.

Actin filament residues that interact with ARPC3 or Arp3Sub4 in the MF-bound

Arp2/3 complex simulation (average contact score > 1, colored green) are mapped

onto the surface of the actin filament. Subdomain 4 of Arp3 is labeled. The Arp3

dihedral angle that flattens Arp3 is shown as angle 𝜑 . . . . . . . . . . . . . . . . 38
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2.10 (A) Ribbon diagram showing the interaction of the D-loop of actin D2 with the

barbed end groove of Arp2. Arp2 and actin D2 subdomains are labeled 1 to 4. PE:

pointed end, BE: barbed end. Right panel shows closeup of the interaction with

distances measured in (B). Actin D2 from 0.67 𝜇s (transparent light blue ribbon)

in the branch junction simulation was placed by overlaying Arp2 from the 0.67 𝜇s

frame in the trajectory with Arp2 from 7TPT. BEG: Barbed-end groove. Start: po-

sition of actin D-loop at the beginning of the simulation. (B) Plot of twisting/flat-

tening angle of Arp2 (𝜑) in the branch junction and the branch junction with-

out daughter filament (no daughter) simulations. Arp2 twisting/flattening angles

from inactive (4JD2) and active Arp2/3 complex structures (7TPT) are shown in

dotted or dashed lines, as indicated. (C) surface representation of branch junction

model (7TPT) showing the interface between Arp2 and Arp3 and the pointed end

of the nucleated daughter filament. . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.11 (A) Plot of theW-loop opening (𝑥1) and D-loop to Arp2 distance (𝑥2) in the branch

junction simulation. See Fig. 2.10A for definition of 𝑥1 and 𝑥2. Distances 𝑥1 and

𝑥2 in the branch junction structure are plotted for reference. (B) Plot of W-loop

distance (𝑥1) in Arp2 subunits for all unbiased simulations. Distance 𝑥1 in the

branch junction (7TPT) and inactive Arp2/3 complex structure (4JD2) is plotted

as dashed or dotted lines, as indicated. (C) Identical to (B), except 𝑥1 for Arp3

from each simulation is plotted. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
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2.12 (A) Ribbon diagram of inactive Arp2/3 complex (4JD2) showing the center of ge-

ometry (COG) of each subunit. For the steeredMD simulations, a bias was applied

to move the COGs from their positions in the active complex to their positions

in the inactive (4JD2) complex. (B) Plot of the distance between the Arp2 and

Arp3 subdomains 3 and 4 COGs as a function of simulation time. The same dis-

tances for the inactive (4JD2) and branch junction (7TPT) structures are plotted

as dashed and dotted lines, as indicated. (C) Plot of the total interaction area of

Arp2/3 complex with the mother filament in all three steered simulations. Data

for simulations are shown as an average smoothed over 1 ns (10 frames) for this

and all other plots for the steered simulations. The standard deviation over the

smoothing window is shaded. Interaction surface area in the branch junction

(7TPT) is plotted as a dashed line for reference. . . . . . . . . . . . . . . . . . . . 42
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2.13 (A) (Left panel) surface representation of Arp2/3 complex rendered using the

starting coordinates of the 100 ns pulling simulation. The four rigid blocks that

move independently when the complex undergoes subunit flattening (see Video

S1) are outlined with red dashes. The łtopž and łbottomž rigid blocks that move

independently when the clamp twists are indicated with gray boxes behind the

complex. Residues of Arp2/3 complex that contact the mother filament at the

start of the simulation (PyContact calculated contact score >1) are colored gray.

(Right panel) Same as left panel except surface representation is rendered from

the final frame of the simulation and residues that have an average contact score

> 1 over the last 1 ns of the simulation are colored gray. Arp2/3 complex is in the

splayed conformation at the end of the simulation. (B) Comparison of mother fila-

ment binding contacts of activated (flattened, short pitch) Arp2/3 complex (7TPT)

to those of the splayed Arp2/3 complex (final frame of MF-bound 150 ns pulling

simulationÐrendered in gray ribbon or transparent gray surface). The splayed

Arp2/3 complex was modeled onto the mother filament by superposing block 1

onto block 1 in the branch junction model. Yellow arrow shows movement of

blocks 2 and 4 stimulated by clamp twisting. Block 3 is omitted for clarity. BE:

Barbed end of mother filament. PE: pointed end of mother filament. . . . . . . . . 43
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2.14 (A) Plot of the interaction area of ARPC1 residues 287 to 326 with the mother

filament versus simulation time for all pulling simulations. Dashed line shows the

corresponding interaction areas in the branch junction structure 7TPT. (B) Surface

and cartoon representation of Arp2/3 complex bound to the mother filament in

the last frame of the 100 ns pulling simulation. The two flexible segments from

the bottom half of the complex (ARPC1 287ś326, green, and ARPC2 281ś300,

cyan) are shown in thicker cartoon representation. (C) Sequence alignment of

the ARPC1 insert sequence from a diverse range of species showing conserved

hydrophobic (green) and acidic (red) residues. The average contact score over

the course of all three pulling simulations is plotted above the sequence for each

residue. Error bars: standard deviation. . . . . . . . . . . . . . . . . . . . . . . . . 45

2.15 (A) Plot of the interaction area of ARPC2 residues 281 to 300 with the mother fil-

ament versus the simulation time for all pulling simulations. (B) Sequence align-

ment of ARPC2 C-terminal extension from a diverse range of species showing

conserved hydrophobic (green), basic (red), or hydrophilic (cyan) residues. The

average contact score over the course of the three pulling simulations is plotted

above the sequence for each residue. Error bars: standard deviation. (F) Plot of the

root mean squared fluctuation (RMSF) from the initial conformation for backbone

atoms of the ARPC1 insert (green) or the ARPC2 C terminus (cyan) over the entire

simulation, plotted separately for each pulling simulation. Black dashed rectan-

gle highlights RMSF values for residues in ARPC2 C-terminal extension with the

closest contacts to the mother filament. Yellow rectangle highlights RMSF values

for residues in the ARPC1 insert with the closest contacts to the mother filament. 45
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2.16 These schematics show the relationship between conformation and binding state

in more detail than in Fig. 2.1. Key additions relative to Fig. 2.1 are: the short pitch

conformation can beweakly adopted even in the absence ofWASP [77, 78], Arp2/3

complex can adopt the short pitch or splayed conformation when bound toWASP

[77, 78], and Arp2/3 complex from some species shows NPF-independent activ-

ity [79]. It is unknown (red question mark, concerted model) whether the NPF-

independent activity of Arp2/3 complex requires preformed filaments, though fil-

aments activate short-pitch crosslinked S. cerevisiae Arp2/3 complex [80]. Nei-

ther schematic shows individual WASP binding steps. Biochemical data indicate

WASP binds more tightly to the Arp2 site [81], and that there may be differences

in the contribution of WASP binding at each site to stimulating the short pitch

conformation [78]. The splayed/flattened state (red question mark, multi-state

model) may not be adopted because of steric clash (see Discussion). . . . . . . . . 57

2.17 Ribbon representation of Arp3 (orange) and Arp2 (red) from the branch junction

structure (7TPT). Arp2 from the MF-bound Arp2/3 complex simulation at 0.76 𝜇s

is shown in pink and is positioned by overlaying the Arp3 backbone from the sim-

ulation onto Arp3 from the branch junction structure. The centers of geometry

of subdomains 3 and 4 of Arp3 and Arp2 from each of the structures are shown as

spheres and connected with blue (branch junction) or cyan (simulation) dashed

lines. The yellow region showswhere actin D1would clash with Arp2 in the tilted

conformation observed in the simulation. . . . . . . . . . . . . . . . . . . . . . . . 58

2.18 Plot of the area of subdomain 4 of Arp3 and ARPC3 buried upon interaction with

the mother filament versus simulation time. Buried surface area of the same re-

gions in the branch junction structure (7TPT) and a model of inactive Arp2/3

complex (4JD2) on an actin filament are shown as dashed or dotted lines, respec-

tively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
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2.19 (A) Ribbon diagram of Arp2/3 complex from the branch junction structure and

from the 60 ns pulling simulation showing the distances between subdomains 3

and 4 of Arp3 with subdomains 3 and 4 of Arp2. This distance measures move-

ment of the complex into the short pitch position. The approximate position of

the mother filament is shown in shaded grey. MF: Mother Filament. (B) Rib-

bon representation of Arp2 and Arp3 from the branch junction structure with the

clamp subunits shown as semi-transparent surface. The dihedral angle (𝛼) used to

measure clamp twisting is shown in yellow. Residues used to define the centers of

geometry marked a, b, c, and d are listed in the Supplementary Materials. (C) Plot

of the clamp twisting angle (𝛼) versus simulation time for all three pulling sim-

ulations. The clamp twisting angle for the branch junction structure (7TPT) and

for an inactive Arp2/3 complex structure (4JD2) are shown as dashed lines. (D)

(Left panel) Surface representation of Arp2/3 complex rendered using the starting

coordinates of the MF-bound Arp2/3 complex 100 ns pulling simulation. The four

rigid body blocks that move independently when the complex undergoes subunit

flattening and clamp twisting (see Video S1) are indicated with red dashes. The

łtopž and łbottomž rigid body blocks that move independently when the clamp

twists are indicated with grey boxes behind the complex. Residues of Arp2/3

complex that contact the mother filament at the start of the simulation (PyCon-

tact calculated contact score >1) are colored grey. (Right panel) Same as left panel

except surface representation is rendered from the final frame of the simulations

and residues that have an average contact score > 1 over the last 1 ns of the sim-

ulations are colored grey. Note that the complex is in the splayed conformation

at the end of the simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
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2.20 (A) Cartoon representation of Arp2/3 complexmodeled into the short pitch, twisted

conformation. Arp3was constructed by superposing the backbone atoms of (well-

ordered) residues in subdomains 1 and 2 of Arp3 from the inactive structure (4JD2,

Arp3:6-32,78-153,375-408,33-37,60-77) with the same atoms in the branch junc-

tion structure (7TPT). Subdomains 3 and 4 from the superposed inactive structure

along with ARPC3 were then used to replace the corresponding residues in the

branch junction structure. Arp2 was constructed by superposing the backbone

atoms of well-ordered residues in subdomains 3 and 4 of Arp2 in the inactive

structure (4JD2, Arp2: 186-265, 151-185, 266-326,339-351) with the same atoms

in the branch junction structure (7TPT). Subdomains 1 and 2 from the super-

posed inactive structure were then used to replace the corresponding residues in

the branch junction structure. The dihedral angles that measure subunit twist-

ing/flattening in the Arps are shown in cyan. The distance between the center

of geometry of subdomains 3 and 4 of Arp3 and subdomains 3 and 4 of Arp2 is

shown in yellow. (B) Cartoon representation of Arp2/3 complex modeled into

the splayed and flattened conformation. Arp3 in this model was constructed by

superposing the backbone atoms of (well-ordered) residues in subdomains 1 and

2 of Arp3 from the branch junction structure with the same atoms in the inac-

tive structure (4JD2). Arp2 in this model was constructed by superposing the

backbone atoms of well-ordered residues in subdomains 3 and 4 of Arp2 with

the same atoms in the branch junction structure (7TPT). (C) Table showing the

number of clashes in the experimentally determined versus modeled structures.

Clashes were identified with the clash command in ChimeraX [82]. . . . . . . . . 60
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3.1 (a) Contour plot of the potential (Eq. 3.31) used for Langevin dynamics. (b) Esti-

mated effective potential (𝑈eff , Sec. 3.2.4) sampled by FISST using a force range of

[-15:15] applied to 𝑄 = 𝑦. (c) Failure of running a simulation at a single force of

𝐹 = −15, where the position is stuck in the right minimum for the entirety of the

simulation. (d) Reweighted FISST data predicts free energy surfaces at -15, -7.5,

0, 7.5, and 15. In all cases (a)-(d), the minimum value of the potential is shifted to

be zero. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

3.2 (a) Left and right handed helices used as reference structures to quantify helicity.

(b) Estimated free-energy surface for end-to-end distance and helicity sampled

from single force simulations (top) and reweighted from a single FISST simulation

(bottom), for forces of F = 0, 3, 4.5, and 8 (𝑘𝐵𝑇 /𝜎). In this case, probability his-

tograms were computed by a two-dimensional Gaussian kernel-density-estimate

as implemented in scipy [182]. For all cases, the lowest free energy is shifted to

zero. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.3 (a) Probability density function of end-to-end distances at 𝐹 = −5, 0, and 5 pN

calculated from replica exchange, single force, and FISST simulations. (b) Jensen-

Shannon distances as a function of force for single force and FISST simulations.

The reference density is determined from 5 replica exchange simulations at -10,

-5, 0, 5, and 10 pN and interpolated to desired force using EMUS [184]. . . . . . . 80

3.4 Ramachandran plots of alanine-10 peptide at 0, 33, 67, and 100 pN applied force.

All plot were generated by reweighting data from a single 160 ns FISST simulation

using a force range of [0:100] pN. The regions with the most significant change

in free-energy upon upon pulling are the 𝛼/𝛿 area at (-50,0), 𝛾 at (75,150), PPII at

(-75,150) and 𝛽 at (-140,150), using the nomenclature from Ref. [185]. . . . . . . . 81
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3.5 (a) Error of FISST [-15:15] and individual single force simulations run relative to

the exact density (Eq. 3.4), using fractions of total work. In the 1/20 data set the

error is very high compared to FISST despite the number of total steps across all

forces being equal to that of the full FISST trajectory. Simulations on the order of

the same length of FISST are required at each single force to replicate the same

level of accuracy. (b) Average error relative to exact density over 5 replicates for

FISST [-15:15] and single force simulations run at 20 different forces, each with

1/20th the number of steps. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

3.6 Probability density of end-to-end distances at F = -10, -5, 0, 5, and 10 pN calculated

from replica exchange, single force, and FISST simulations. . . . . . . . . . . . . . 90

3.7 Relative error of single force simulations compared to FISST vs amount of com-

putational work, as explained in the text above. The dashed line shows accuracy

equal to FISST. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

3.8 Ramachandran plots of alanine-10 peptide at 0, 33, 67, and 100 pN applied force,

each simulated at a single applied force. . . . . . . . . . . . . . . . . . . . . . . . . 92

3.9 Ramachandran plots of alanine-10 peptide at 0 and 100 pN applied force, each

calculated from Replica Exchange simulations. . . . . . . . . . . . . . . . . . . . . 93

3.10 Distribution of weights at various stages of a 160 ns deca-alanine simulation. (a)

At short times, the weight distribution changes significantly. (b) At longer times,

the weight distribution is essentially constant for the remainder of the simulation. 93

3.11 Error in FISST for a range of learning rates. A 160 ns FISST simulation was run

with the weights updated every 100, 200, 300, 400, and 500 steps. We calculate

the end-to-end distance probability densities at each force and calculate the error

against results from replica exchange simulations. In the range considered, there

is no obvious dependence on learning rate. An update period of 200 was used for

all data discussed in the main text. . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
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4.1 Systems probed in this study, shown without solvent for clarity. (A) Solvated ala-

nine decamer starting in the extended state. (B) Solvated Aib9 molecule starting

from the left-handed helical state. Each residue is colored according to the residue

ID number. (C) Solvated villin (NLE/NLE) mutant starting in the folded state. Lo-

cations of residue mutations are colored in ochre. In all cases, pulling forces are

applied to the terminal C𝛼 atoms. . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.2 (A) End-end distance distributions for Ala10 at 𝐹 = 0 for TRE (black solid line),

FISST (blue spheres), FISST+TRE without freezing weights (red spheres), and

FISST+TRE with freezing (gray spheres). (B) End-end distributions for 𝐹 =-10,

-5, 5, and 10 pN. (C) Comparison of free energies (see Fig. 4.7) computed from

end-end distribution functions, comparing FISST+TRE with and without freezing

to corresponding reference TRE data at -10, -5, 0, 5, 10 pN forces. . . . . . . . . . 107

4.3 (A) (left) TRE and FISST+TRE Ramachandran plot at zero force and (right) scatter

plot comparing FISST+TRE and TRE free energies at zero force. (B) Ramachan-

dran plots at -10, -5, 5, and 10 pN forces for FISST+TRE (top row) and FISST+REST3

(bottom row). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

4.4 (A) 𝐹 (𝜁 ′) at zero force calculated fromREST3 (black solid line), FISST (red spheres),

and FISST+REST3 (gray spheres). (B) RMSE of 𝐹 (𝜁 ′) for values below 6 𝑘B𝑇 using

data points from different simulation time windows. . . . . . . . . . . . . . . . . . 111

4.5 (A) Theoretical Force vs average End-to-end distance ⟨𝑑𝐸𝑛𝑑⟩ curve for Aib9 cal-

culated from FISST (red dashed line) and FISST+REST3 (gray dashed line). End-

to-end distance values calculated from REST3 simulations at 0, 10, and 20 pN

forces (black), and unbiased MD (blue) are embedded for comparison. (B) Jenson-

Shannon distance of 𝑃 (𝑑𝐸𝑛𝑑) calculated for FISST (red) and FISST+REST3 (gray)

for 0, 10, 20 pN forces using REST3 simulation data as the reference. . . . . . . . . 113
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4.6 (A) VillinMutant Force vs average End-to-end distance ⟨𝑑𝐸𝑛𝑑⟩ calculated for FISST

+ REST3 without freezing the weights and freezing the weights at 298K. ⟨𝑑𝐸𝑛𝑑⟩

values calculated from REST3 simulations at 𝐹 = 10 and 20 pN. Error bars rep-

resent 1/3 of the standard deviation in length at that force. (B). Similar data as

(A) for simulations where the lowest replica is at 𝑇 = 360𝐾 , which is close to the

melting temperature. Also shown is data from a 310 𝜇s trajectory at 𝑇 = 360𝐾

from Ref. [229]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

4.7 Alanine Decamer Free energy profiles for TRE (black solid line), FISST+TREwith-

out freezing weights (red solid line), and FISST+TRE with freezing weights (gray

solid line) calculated from the End-to-end distance probability distributions at -10,

-5, 0, 5, and 10 pN forces shown in Fig. 4.2A and Fig. 4.2B. . . . . . . . . . . . . . . 123

4.8 (A) Alanine decamer End-to-end distance probability distribution functions cal-

culated for TRE (black solid line), FISST (blue spheres), REST3 (orange spheres),

FISST+REST3 without freezing the weights (red spheres), and FISST+REST3 with

freezing the weights (gray spheres) at -10, 0, and 10 pN forces. (B) (left) Corre-

sponding free energy profiles. (right) Free energy scatter plots comparing FISST+TRE

and TRE data without and with freezing of the weights. . . . . . . . . . . . . . . . 124

4.9 (left to right) Ramachandran plots calculated from REST3, FISST+REST3 without

freezing the weights, FISST+REST3 with freezing the weights and corresponding

free energy scatter plots comparing FISST+REST3 without and with freezing of

the weights for (A) -10, (B) 0, and (C) 10 pN forces. . . . . . . . . . . . . . . . . . . 125

4.10 (left) Time series plot for 𝜁 ′ coordinate generated from unbiased MD simulation

of Aib9. (right) Corresponding free energy profile of 𝜁 ′. (inset) Left and right-

handed Aib9 helices are marked in their respective basins. . . . . . . . . . . . . . 126

4.11 Snapshots from Aib9 FISST+REST3 trajectory depicting helical compositions at
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Chapter 1

Introduction

1.1 Forces at the Molecular level

1.1.1 Thermal Fluctuations: How particles move on their own

In Chemistry, particles are in a state of motion that brings about different interactions and hence

the formation of new compounds with a unique set of physical and chemical properties. Consider

the simple reaction of adding a strip of Magnesium metal to a beaker of Hydrochloric acid

Mg (s) + 2HCl (aq) −−−→ MgCl2(aq) + H2(g) ↑

According to Collision Theory [1], these particles must collide frequently with sufficient energy

to break old chemical bonds and form new ones for a successful chemical reaction to occur. Even

in the absence of any external factors, how are these particles able to move? The answer lies

in understanding the Thermal Fluctuations particles are experiencing at the molecular level. Sta-

tistical Mechanics allows us to utilize concepts from statistics and mathematics to predict how

an enormous number of particles at this molecular scale gives rise to the visible phenomena and
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properties scientists are keen on studying and also quantify the thermal fluctuations these par-

ticles experience [2]. While not the typical forces we are familiar with, we may convert these

thermal fluctuations from molecular-scale energies in units of 𝑘B𝑇 (𝑘B is the Boltzmann constant

and 𝑇 is the temperature in Kelvin) to units of force times distance: 𝑘B𝑇 ∼ 4.1 pN · nm at room

temperature (298K) and hence draw connections with the forces experienced and displacements

associated with larger molecular machines, such as those inside cells (see below) [3, 4].

1.1.2 Effect of force on Thermodynamics and Kinetics
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Figure 1.1: Energy landscape of a two-statemodel as a function of an arbitrary 1D coordinate𝑄 with force

(red solid line) and without force (black solid line). 𝑄𝐴, 𝑄
†, and 𝑄𝐵 defines state 𝐴, the transition state,

and state 𝐵 respectively. The energy barrier between the two states with and without force are denoted

by 𝐸†
𝐹
and 𝐸† respectively. Δ𝐸𝐵𝐴 represents the energy difference between states 𝐴 and 𝐵. (Schematic

adapted from Ref. [4])

To better understand the consequences of external forces at the molecular level; we begin with

the canonical Boltzmann distribution [2, 5]

𝑃 (𝑿 ) =
𝑒−𝛽𝑈 (𝑿 )

∫

𝑑𝑿 𝑒−𝛽𝑈 (𝑿 )
(1.1)

Where 𝛽 = 1/𝑘B𝑇 is the inverse temperature and 𝑈 (𝑿 ) is the potential energy of configuration

𝑿 as described by the complete set of atomic coordinates.
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Now consider the following expression of the Boltzmann distribution [3, 4]

𝑃 (𝑿 , 𝑭 ) =
𝑒−𝛽𝑈 (𝑿 )+𝛽𝑭 .𝑸 (𝑿 )

∫

𝑑𝑿 𝑒−𝛽𝑈 (𝑿 )+𝛽𝑭 ·𝑸 (𝒒)
(1.2)

In Eq. 1.2 we have introduced an additional term in the exponent −𝑭 ·𝑸 (𝑿 ); which represents the

change in energy corresponding to mechanical work. Here, 𝑭 is a vector for the constant applied

force and 𝑸 (𝑿 ) is the Collective Variable, which is a vector-valued function described by the set

of the atomic coordinates to which 𝑭 is being applied.

For simplicity, we will consider the case for a one-dimensional free energy landscape consist-

ing of two different states𝐴 and 𝐵, with and without force (Fig. 1.1). We will also assume that the

applied force is not sufficient to alter the shape or position of the free energy landscape. For a 1D

Free Energy landscape, it can shown that up to an additive constant this external force łtiltsž the

free energy landscape as follows [3, 4]

𝐴(𝑋 ) = −𝑘B𝑇 ln 𝑃 (𝑋, 𝐹 ) = 𝑈 (𝑋 ) − 𝐹𝑄 (1.3)

The łtiltingž from the applied force has a few consequences on the thermodynamics and kinetics

of the system.

Thermodynamic effect. The equilibrium constant 𝐾𝑒𝑞 favors the direction of the applied

force. We can express 𝐾𝑒𝑞 without force as a ratio of the probabilities of being in state 𝐵 to state

𝐴 as follows

𝐾𝑒𝑞 (𝐹 = 0) =
𝑃 (𝐵)

𝑃 (𝐴)
= 𝑒−𝛽Δ𝐸𝐵𝐴 (1.4)

3



Under an applied force, it can be shown that 𝐾𝑒𝑞 scales exponentially [3, 4]

𝐾𝑒𝑞 (𝐹 ) = 𝐾𝑒𝑞 (𝐹 = 0)𝑒𝛽𝐹 (𝑄𝐵−𝑄𝐴) (1.5)

From Eq. 1.5 we see that for 𝑄𝐵 > 𝑄𝐴 an increase in 𝐹 shifts equilibrium to state 𝐵.

Kinetic effect. The transition rate 𝑘𝐴→𝐵 favors the direction of the applied force. From

Arrhenius kinetics, we write

𝑘𝐴→𝐵 (𝐹 = 0) = 𝐴𝑒−𝛽𝐸
†

= 𝐴𝑒−𝛽 (𝑈 (𝑄†)−𝑈 (𝑄𝐴)) (1.6)

Similar to Eq. 1.5 we can also show that 𝑘𝐴→𝐵 scales exponentially under applied force, assuming

the positions of 𝑄𝐴 and 𝑄† do not change [3, 4]

𝑘𝐴→𝐵 (𝐹 ) = 𝑘𝐴→𝐵 (𝐹 = 0)𝑒𝛽𝐹 (𝑄
†−𝑄𝐴) (1.7)

1.1.3 The Linear Response Regime

From Eq. 1.2, we can also predict an observable of interest 𝑶 (𝑿 ), such as the backbone dihedrals

of a protein under the effect of force by performing the following ensemble average

⟨𝑶⟩𝐹 =

∫

𝑑𝑿 𝑶 (𝑿 )𝑒−𝛽𝑈 (𝑿 )+𝛽𝑭 ·𝑸 (𝑿 )

∫

𝑑𝑿 𝑒−𝛽𝑈 (𝑿 )+𝛽𝑭 ·𝑸 (𝑿 )
(1.8)

Where ⟨...⟩𝐹 represents an ensemble average at that force. The fluctuation 𝑶 (𝑿 ) experiences

from the applied force is given by ⟨𝛿𝑶⟩𝐹 = ⟨𝑶⟩𝐹 − ⟨𝑶⟩0 [3, 4].
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We have asserted that forces at the molecular level are on the magnitude of piconewtons, but

how do piconewton forces affect molecular configurations? Consider Eq. 1.2. We can modify the

exponential term by introducing 𝛿𝑸 (𝑿 ) = 𝑸 (𝑿 ) − 𝑸0(𝑿 ), which is the fluctuation of 𝑄 (𝑿 ) as a

result of the applied force and compute the ensemble average of 𝛿𝑸 (𝑿 ) using Eq. 1.8

⟨𝛿𝑸⟩𝐹 =

∫

𝑑𝑿 𝛿𝑸 (𝑿 )𝑒−𝛽𝑈 (𝑿 )+𝛽𝑭 ·𝛿𝑸 (𝑿 )

∫

𝑑𝑿 𝑒−𝛽𝑈 (𝑿 )+𝛽𝑭 ·𝛿𝑸 (𝑿 )
(1.9)

Expanding Eq. 1.9 to 2nd order terms simplifies to [3, 4]

⟨𝛿𝑸⟩𝐹 = 𝛽𝑭𝜎2𝑄 (1.10)

Where 𝜎2
𝑄
= ⟨𝛿𝑸𝛿𝑸⟩0 is the variance of 𝑸 (𝑿 ) at zero force. Eq. 1.10 tells us that 𝑸 (𝑿 ) varies

linearly with 𝑭 and hence termed the linear response regime. We can determine which forces

satisfy this regime by asserting amargin error (say <10%) with respect to the equilibrium standard

deviation as follows [3, 4]

⟨𝛿𝑸 (𝑿 )⟩𝐹

𝜎𝑄
= 𝛽𝐹𝜎𝑄 < 0.1

=⇒ 𝐹 <

0.41 pN · nm

𝜎𝑄
(1.11)

Where in Eq. 1.11 we used 𝑘B𝑇 ∼ 4.1 pN · nm. We can use molecular simulations to test whether

this is violated and also predict the results of larger forces.
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1.2 Biomolecular Force-Sensing Paradigms

After establishing the existence of piconewton forces at the molecular level and using Statistical

Mechanics to predict their effect, the inquiry now turns to their applicability on larger length

scales, specifically within cellular and sub-cellular domains. Mechanical forces are prevalent

throughout amultitude of cellular and subcellular functions includingmaterial transport, growth,

and motility [4, 6]. Molecular machines known as Force Sensors are able to orchestrate these cru-

cial functions through complex force transductionmechanisms and structural displacements. The

field ofMechanobiology encompasses the study of characterizing the behavior of these Force Sen-

sors and accurately quantifying and locating cellular forces that bring about these intricate force

signaling and response cascades [7]. A few examples of such łMechanoresponsivež molecular

machines are shown in Fig. 1.2, each with their own implications within or outside the cellular

environment in response to mechanical forces on the order of piconewton magnitudes. We will

summarize how each of these paradigms responds to mechanical force and their biophysical im-

plications to emphasize the significance of mechanical forces at the cellular level and the need to

study these Mechanoresponsive systems.
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1.2.1 Mechanical Allostery

The concept of Allostery refers to how the binding of a substrate or ligand at one particular

site of biomacromolecule affects the functionality of another site. A pertinent example in Bio-

chemistry is the action of non-competitive inhibitors binding to a different region of an enzyme

which in turn alters the enzyme’s kinetics at the active site and hence the overall catalytic ac-

tivity [17]. Mechanical Allostery is the idea that mechanical force at one location brings about

structural displacement at another location. A probable example of Mechanical Allostery is the

flow activation of GPCR protein GPR68 [18ś20]. The authors of Ref. [20] identified GPR68 in

regulation Flow-Mediated Dilation (FMD) of blood vessels as a result of shear stress (or flow).

The precise mechanism of GPR68 for sensing and responding to shear stress is widely unknown,

more specifically the structural perturbations that arise from this flow activation (Fig. 1.2A).

1.2.2 Force-sensitive Binding Kinetics

We have discussed how force affects the kinetics of a simple two-state model (Sec. 1.1.2). The

consequences mechanical forces have on kinetics are more prominent when studying binding

interactions among larger biophysical entities. One such case is the łCatchž bond behavior of

bacterial adhesion protein FimH binding to the Glycolipid sugars on the surface of Endothelial

cells along the urinary tract [4, 21ś23]. At low forces, the binding interactions are very weak.

However, with increasing force as a result of flow, the binding interactions become stronger,

causing the pathogenic bacteria to remain bound to the urinary tract leading to severe infections.

The binding strength saturates up to a certain force and eventually weakens with increasing force

(Fig. 1.2B). In Sec. 1.4, we will examine current computational approaches to predict the effect

of mechanical forces on łCatchž bond kinetics. Another type of force-dependent non-covalent

interaction is the łSlipž bond [11, 12, 21].
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Unlike łCatchž bonds, łSlipž bonds are strongest at low forces andweakenwith highermechanical

force as depicted in Fig. 1.2B. Slip bond behavior has been reported in the T-Cell receptor (TCR)

binding of Major Histocompatibility Complex (MHC) of antigens during immune response [11,

12]. Depending on the type of antigen and T-cell, hybrid łCatch-Slipž bond behavior has also

been observed [12].

1.2.3 Actin Cytoskeleton and Mechanotransductions

The cytoskeleton comprises the architectural framework of cells assembled from actin filaments.

Actin filament polymerization is a proponent of numerous cellular processes including but not

limited to the formation of cellular protrusions for movement, spindle fiber formation during

meiosis, and maintenance of inter-cellular junctions (see Chapter 2) [24, 25]. The first step

and rate limiting step of Actin filament formation is Nucleation; which involves the formation

of an actin "nucleus", consisting of an aggregate of three actin monomers. After overcoming

the energetically unfavorable nucleation step, the nucleus undergoes elongation, wherein actin

monomers are added to both ends of the nucleus. Actin monomers are recruited at a faster rate

(five or ten times faster) at one end termed the "Barbed" (plus, +) or growing end, compared to the

"Pointed" (minus, -) end. As filament elongation continues and the freely available actinmonomer

concentration in the cell decreases until a critical actin monomer concentration is reached, a sta-

tionary phase is achieved where the rate of growth at the plus end is equal to the rate of dis-

association at the minus end [24, 26]. Throughout the filament formation process, mechanical

forces are propagated along these filaments which regulate assembly and disassembly [27]. The

location and magnitude of mechanical forces along actin cytoskeleton networks have been iden-

tified through AFM-microscopy and FRET probe experiments, however, a mechanism of force

propagation leading to assembly and disassembly has not been fully resolved [28, 29].
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The molecular basis for which an amino acid sequence is able to possess the properties of a

Tension sensor or a protocol to predict a priori whether an amino acid sequence is a Tension

Sensor or not are still open-ended research problems in the field of Mechanobiology.
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between 6-8 pN of force [31]. (B) Comparison of unfolding force (pN) at different loading rates (pN/s)

for a Tension Sensor molecule and Non Tension Sensor molecule (Schematic adapted from Ref. [15]). (C)

Unfolding-folding cycles demonstrating lack of hysteresis in a Tension Sensor molecule as opposed to a

Non-Tension Sensor molecule (Schematic adapted from Ref. [15]).

11





1.3.1 Single molecule force spectroscopy

Although the mechanics appear straightforward, Single molecule force spectroscopy techniques

have proven to be powerful tools in Mechanobiology by offering illuminating insights into the

forces associated with protein folding, ligand binding, and enzyme kinetics [33, 34]. The three

most common techniques under this methodology we will be outlining are Optical Tweezers,

Magnetic Tweezers, and Atomic Force-Microscopy (AFM) (Fig 1.5). The three methods vary in

technical specifications such as the force range and resolution, but share the same principle in

practice; a pulling force being applied to a molecule of interest and recording the extension [33].

A few other factors must be considered before performing any Single molecule force spec-

troscopy technique [33]. First, is the attachment of the molecule to the measuring probe and sur-

face, which is implemented using open-ended DNA molecules or through ligand-receptor pairs

such as biotin-avidin or antibody-antigen pairs to ensure tight binding to the probe during mea-

surement. A second consideration is the accurate measurement of the measuring probe from

its equilibrium position, as the mechanical force being applied is calculated directly from the

probe’s position. Therefore, to ensure highly precise measurements, these Single molecule force

spectroscopy experiments have to be performed in environments devoid of any fluctuations in

temperature or sound to minimize any sources of systemic error. Each of these techniques pos-

sesses distinct technical characteristics, applications, advantages, and limitations that must be

carefully considered before putting them into practice.

Optical Tweezers. The usual forces and sizes of molecules vary between 0.1 to 100 piconew-

tons and from nanometers to micrometers, respectively (Fig. 1.5A). The measuring probe used is

an łoptical trapž consisting of a laser generated from a very powerful microscopic lens [33, 35].

Dielectric particles within the vicinity of the optical trap undergo polarization resulting in in-

duced dipole-dipole interactions which produce a three-dimensional force along the direction of

the laser.

13



The use of this high-focus laser beam offers high-precision force measurement for diverse bio-

chemical assays such as RNA polymerase transcription of DNA [36]. However, a few drawbacks

lie in sample purity, as samples used need to be highly pure to avoid any optical perturbations

that could affect the focus of the laser. Moreover, the laser itself may cause local heating leading

to unwanted temperature fluctuations during measurements [33].

Magnetic Tweezers. In contrast to optical tweezers, which create a three-dimensional force

through dipole-dipole interactions, Magnetic Tweezers generate force by utilizing a permanent

magnetic field that induces a magnetic dipole aligned with the field’s direction (Fig. 1.5B). This

magnetic force is then applied to either fold or unfold the targeted molecule. Magnetic Tweezers

allow for larger force ranges up to nanonewton magnitudes and are more applicable in studying

processes involving DNA unwinding by DNA topoisomerases [37] or ATP production by ATP

synthase F0F1 ATPase [38]. Similar to Optical Tweezers, Magnetic Tweezers possess their own

drawbacks. The one-dimensional force poses a restriction when studying the effect of forces on

a molecule in different directions as opposed to the three-dimensional force produced in Optical

Tweezers. Additionally, the use of a permanent magnetic field complicates the simultaneous

integration of other techniques, such as the incorporation of fluorophores in Tension Sensor

Module calibration (see Sec. 1.3.2) [15, 33].

Atomic Force Microscopy (AFM). Among the discussed Force Spectroscopy techniques,

Atomic Force Microscopy (AFM) stands out as arguably the easiest to set up (Fig. 1.5C). It op-

erates within the highest force range, spanning from 10 to 10000 pN, making it well-suited for

investigating the unfolding and folding processes of proteins and nucleic acids. AFM is particu-

larly effective in probing large biomolecules like actin-cross-linking protein, filamin [39]. In this

technique, a sharp AFM tip, carrying the sample molecule, is attached to a flexible cantilever.

Unlike other methods using lasers or magnetic fields, the force in AFM is directly generated as

the cantilever moves vertically.
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The displacement of a built-in laser caused by the cantilever’s movement is detected by a

position-sensitive detector, providing a direct correlation to the applied force [33, 40]. While AFM

provides a more straightforward setup, it’s important to note that there could be cases where the

sample molecule is connected to a location other than the endpoint. Additionally, while the high

forces generated are well-suited for examining the mechanics of protein folding and unfolding,

they may not be optimal for investigating force distributions related to cells or cellular processes

[33].

1.3.2 Tension Sensor Modules

While single-molecule force spectroscopy techniques have provided valuable insights into var-

ious biological processes across a spectrum of forces, the current challenge lies in accurately

quantifying force distributions at the cellular and subcellular levels, as depicted in Fig. 1.2D [14,

15, 41, 42]. A significant breakthrough in addressing this challenge involves the development of

Tension Sensor Modules (TSMs). The fundamental configuration of a TSM comprises a Molecular

Spring or Tension Sensor molecule (refer to Sec. 1.2.4) tethered to two fluorophore dyes via DNA

strands or terminal cysteine residues shown in Fig. 1.6. Various TSMs can be tailored based on

the Molecular Spring type, fluorophore pairs, and their orientations [42, 43]. An example of a

widely used Tension Sensor module is the FRET-based Tension Sensor Module. FRET (Fig. 1.6),

which stands for Fluorescence Resonance Energy Transfer, results from an instantaneous dipole-

induced dipole coupling between an excited-state fluorophore (Donor) and a ground-state flu-

orophore (Acceptor) [44, 45]. Utilizing a known single-molecule force spectroscopy technique

such as optical tweezers to pull on the TSM ends and concurrently measuring the extension and

FRET response enables the direct correlation of FRET response with applied force. The absence of

hysteresis in Tension Sensor molecules ensures a clear one-to-one correspondence between FRET

response and applied force. FRET’s high sensitivity to distance (𝐸 ∼ 1/𝑟 6) allows for the calibra-

tion of extremely sensitive TSMs, capable of discerning minute piconewton forces within cells.
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The development of numerous FRET-based tension sensor modules, featuring diverse Molecular

Springs and thus varying force sensitivities, has provided insights into the spatial distribution

and magnitude of forces during critical cellular processes. For instance, TSMs such as genetically

encoded Flagellum silk Peptide and Wildtype Villin Headpiece Domain TSMs have been instru-

mental in confirming the existence of forces in the piconewton range (<10 pN) within cell-matrix

networks known as Focal Adhesions [31, 46]. Another example includes a genetically encoded

𝛼−helix tension sensor module specifically designed for the in vivo monitoring of cytoskeletal

forces resulting from mechanical stress [47]. Various genetically encoded tension sensor mod-

ules have also unveiled forces associated with cell-cell junctions and mitosis [15]. Despite con-

siderable advancements, fundamental questions persist regarding the actual pathways of force

transduction. This prompts inquiries into the magnitude and duration of forces experienced by

individual molecules. To comprehend the molecular-level impact of forces, computational tools

such as Molecular Dynamics (MD) are essential [15].
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1.4 Computational techniqes to study Mechanobiology

After exploring various experimental techniques for probing cellular force sensing and identify-

ing some inherent limitations, we will now delve into several computational approaches aimed

at enhancing our understanding of the molecular-level effects of forces. Molecular Dynamics

(MD) simulations stand out as particularly promising tools for elucidating the molecular changes

associated with force sensing within cells [48ś50]. Depending on the system under investigation,

be it a sequence of amino acids, a folded protein, or a nucleic acid, the general protocol for an

MD simulation involves constructing a computational model of the system and solving Newton’s

equations of motion across multiple time steps to generate an ensemble of microscopic configu-

rations or MD trajectories. These trajectories often yield valuable insights into crucial structural

changes and significant molecular interactions, which can be correlated with experimental data.

The information obtained from MD simulations is invaluable, but the demanding compu-

tational resources and time required for data collection pose persistent challenges, especially

with the increasing system size and complexity. Consequently, it becomes paramount to employ

various Enhanced Sampling methods to expedite conformational exploration or sampling at

a reduced computational cost. This often involves utilizing a biasing potential along a critical

reaction coordinate (or Collective Variable, CV) [2]. One example of bias-based methods is

Metadynamics [51ś53]. The fundamental principle of this algorithm involves introducing a time-

dependent bias potential in the form of Gaussian hills [54] centered at the position of the the

biased CV. This facilitates overcoming energy barriers and reconstructing a Free Energy profile

from the biased coordinates. While metadynamics enables the computation of static observables

like Free Energy Surfaces, Infrequent Metadynamics (InfrMetaD) takes a step further to extract

information about dynamic properties [55]. InfrMetaD extends the metadynamics framework by

intermittently depositing the bias potential, allowing the system to freely explore specific barriers

along the energy landscape.
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Leveraging concepts from Transition State theory, rates between different states can be calcu-

lated from an InfrMetaD simulation [23, 55]. Although themethod has demonstrated near-perfect

results on test potentials and simple models, predicting more complex protein-ligand binding

kineticsÐsuch as the interaction between the protein streptavidin and its ligand biotin under

mechanical forceÐremains an ongoing challenge in both simulation and experiment [23, 56].

An alternative approach employing a time-dependent bias potential is Steered Molecular Dy-

namics (Steered MD). In contrast to Metadynamics and its variations, which utilize a Gaussian

hill bias potential, Steered MD simulations implement a time-dependent harmonic potential, as

a means to effectively mimic Atomic Force Microscopy (AFM) experiments on proteins within

computer simulations [4, 57]. Some of the earliest applications of Steered MD focused on investi-

gating the unbinding kinetics of avidin-biotin under forces akin to those generated during AFM

experiments [58]. In a notable study, Stirnemann et al. [59] conducted Steered MD simulations

on the protein Ubiquitin (PDB: 1UBQ), successfully replicatingWorm-Like Chain model behavior

for mechanical properties, including persistence length, which aligned with experimental data.

In Chapter 2, we present an MD study involving the application of Steered Molecular Dynam-

ics (Steered MD) to investigate crucial structural motifs of Arp2/3 complex, a known molecular

machine, offering valuable perspectives that contribute to our understanding of the system’s dy-

namics and activation mechanism. It is also worth mentioning that the forces generated during

a Steered MD simulation are often unphysical [60], so we also discuss another formulation to

implement forces in our simulation from Chapter 3 onwards.

To further advance enhanced sampling methodologies, conducting parallel interacting MD

runs through Replica Exchange Molecular Dynamics (REMD), presents a more sophisticated ap-

proach [2]. Rooted in a Markov Chain Monte Carlo [61] (MCMC) framework, REMD follows a

Metropolis-Hastings Criterion, derived using principles from Detailed Balance [2, 62].
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This criterion gives the probability of two consecutive replicas from a REMD run exchanging

configurations, facilitating a łrandomwalkž between different temperature spaces and enabling a

more extensive exploration of the conformational landscape. In practical terms, Replica Exchange

has proven highly effective for sampling small folded proteins [63] and larger Intrinsically Disor-

dered Proteins (IDPs) associated with aggregation in Neurodegenerative diseases [64, 65], making

it a valuable tool for understanding a system’s thermodynamic properties and structural changes

during folding and unfolding. However, it is important to note that the computational expense

of REMD scales considerably with increasing system size, the number of replicas, and the tem-

perature range. To address the computational demands associated with scaling the temperature

of the entire system, variants of Replica Exchange have emerged, focusing on scaling specific

interactions, which in turn would require fewer replicas during setup [66ś68]. In Chapter 4, we

implement Replica Exchange with Solute Tempering 3 (REST3) [68], a critical component

in improving a force tempering method presented in Chapter 3.

While Replica Exchange stands out as a potent sampling tool, and we have touched on a few

REMD variants to address scalability concerns, the perennial challenge of the łCurse of Dimen-

sionalityž [69] remains. An alternative and effective strategy is the application of Coarse Graining

[70ś72]. This approach aims to mitigate the multitude of conformational degrees of freedom in-

herent in atomistic systems, alleviating the computational load by focusing on a few essential

degrees of freedom and hence capturing relevant system behavior with enhanced computational

efficiency. The versatility of simplifying systems to a select few crucial degrees of freedommakes

Coarse Graining widely applicable across diverse realms of Theoretical Chemistry and Computa-

tional Biology, includingAb Initiomodeling, intricate protein dynamics, andmembrane modeling

[71]. In the field of Mechanobiology, a recent study by Mitra et al. [73] exemplifies the imple-

mentation of Coarse Graining on mobile binders to replicate dynamic behaviors of biomimetic

emulsion droplets, offering insights into the study of adhesion proteins such as cadherins.
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In addition to these techniques, advanced computational technologies likeMolecular Docking

have produced groundbreaking insights into protein-ligand binding for drug discovery [74, 75].

However, the scope of this thesis will examine computational methodologies specifically designed

for implementing forces or probing Mechanobology in Force Sensing Paradigms, providing a

more focused exploration of the role of forces in cellular processes.

1.5 Dissertation Outline

At this juncture, we have identified molecular-level mechanical forces through Statistical Me-

chanics, highlighting their presence during cellular and subcellular processes. While postulating

potential mechanisms, the examination of Force Sensing Paradigms has underscored the chal-

lenge of precisely uncovering how these forces induce critical conformational changes for cellular

functions.

Recognizing the significance of mechanical forces at the cellular and subcellular levels, we

examined experimental techniques developed to quantify and pinpoint these forces within cells.

After identifying challenges and open-ended questions associated with experimental approaches,

we shifted our focus to computational methodologies. These include Enhanced Sampling Molec-

ular Dynamics, designed to accelerate conformational sampling in our simulations to further

investigate structural changes of Force Sensing Paradigms under force. Building upon this foun-

dational knowledge, we now outline the structure of this dissertation.

Chapter 2 focuses solely on the Actin Cytoskeleton and Mechanotransduction paradigm in

Fig. 1.2C, specifically exploring the unique actin filament nucleator, Arp2/3 complex. The investi-

gation aims to identify key structural changes during Arp2/3 complex activation and argues for a

"Multi-Step" or unconcerted activation pathway with implications as a regulator in actin filament

nucleation.
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FromChapter 3 onwards we transition to theMolecular Springs paradigm (Fig. 1.2D). Chapter

3 introduces a Force Tempering Method known as Infinite Switch Simulated Tempering in

Force (FISST), a technique developed to implement a range of forces as an ensemble average in

an MD simulation. The demonstration shows that this ensemble averaging approach facilitates

crossing energy barriers and predicting the effect of multiple forces on any observable from a

single MD simulation.

Chapter 4 presents a hybrid enhanced sampling method, combining the FISST method pre-

sented in Chapter 3 with Replica Exchange Molecular Dynamics. This approach effectively ex-

tracts benefits from both force tempering and conformational sampling, with results presented

for different systems, including one resembling a known Tension Sensor molecule. The discus-

sion argues that, with further finetuning, the hybrid technique can replicate Tension Sensor force

response matching experiments and predict Tension Sensor behavior a priori.

Chapter 5, still within the Molecular Springs paradigm, focuses on predicting and verifying

mechanical properties of linker peptides used in the design of Tension Sensor Modules. The pre-

liminary data for this chapter offers insights into the secondary structure character of different

linkers with varying amino acid compositions in implicit solvent Monte Carlo (MC) simulations

and explicit solvent Molecular Dynamics (MD) simulations. We will discuss in detail that identi-

fying and understanding the stability of different secondary structure motifs will help establish

a more rational framework for linker design in not only Tension Sensor Modules but also Fusion

proteins, which combine the functionalities of two or more bioactive protein domains.

Chapter 6 will summarize key findings and conclusions for all the studies presented in this

thesis. We will present preliminary data that directly follow from some of the work presented

here and also elaborate further on future computational studies for ongoing research that will

expand the field of Mechanobiology.
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Chapter 2

Molecular dynamics simulations support

a multi-step Arp2/3 complex activation

pathway

This chapter is adapted from Ref. [76]
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Abstract

Actin-related protein 2/3 complex (Arp2/3 complex) catalyzes the nucleation of branched actin fil-

aments that push against membranes in processes like cellular motility and endocytosis. During

activation by WASP proteins, the complex must bind WASP and engage the side of a pre-existing

(mother) filament before a branched filament is nucleated. Recent high-resolution structures of

activated Arp2/3 complex revealed two major sets of activating conformational changes. How

these activating conformational changes are triggered by interactions of Arp2/3 complex with

actin filaments and WASP remains unclear. Here we use a recent high-resolution structure of

Arp2/3 complex at a branch junction to design all-atom molecular dynamics simulations that

elucidate the pathway between the active and inactive states. We ran a total of ∼4.6 microsec-

onds of both unbiased and steered all-atom molecular dynamics simulations starting from three

different binding states, including Arp2/3 complex within a branch junction, bound only to a

mother filament, and alone in solution. These simulations indicate that the contacts with the

mother filament are mostly insensitive to the massive rigid body motion that moves Arp2 and

Arp3 into a short pitch helical (filament-like) arrangement, suggesting actin filaments alone do

not stimulate the short pitch conformational change. In contrast, contacts with the mother fil-

ament stabilize subunit flattening in Arp3, an intrasubunit change that converts Arp3 from a

conformation that mimics an actin monomer to one that mimics a filamentous actin subunit. Our

results support a multistep activation pathway that has important implications for understand-

ing how WASP-mediated activation allows Arp2/3 complex to assemble force-producing actin

networks.
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2.1 Introduction

Filament nucleation is a critical step in the regulation of the actin cytoskeleton, as it controls

when and where actin filament networks assemble in cells [77]. Spontaneous nucleation of actin

filaments is energetically unfavorable, but once nucleated, new actinmonomers can elongate both

the fastgrowing barbed end and the slow-growing pointed end of filaments [78]. Cells rely on

multiple classes of actin filament nucleators to catalyze nucleation and direct the assembly of new

actin filaments, including tandem WH2 domain containing proteins, formins, and actin-related

protein 2/3 complex (Arp2/3 complex) [78, 79]. Among these nucleators, Arp2/3 complex is the

only one that can nucleate branched actin filaments [80]. Branched actin networks assembled by

Arp2/3 complex play important roles in endocytosis, cellular migration, maintenance of cellścell

junctions, meiosis, DNA repair, and vesicle trafficking [81, 82].

To properly orchestrate complex cellular functions, the activity of Arp2/3 complex must be

regulated so that nucleation occurs at the right time and location within the cell. On its own, the

complex is inactive. Activation requires binding to a nucleation-promoting factor protein [78, 83].

WASP family proteins form a class of nucleation-promoting factors that activate Arp2/3 complex

to create branches, but WASP is insufficient for activation; activation also requires that WASP

recruit actin monomers to the complex and that the complex bind to a pre-existing łmotherž

filament of actin [83ś85]. Upon activation by WASP, Arp2/3 complex nucleates a new actin fil-

ament with a free barbed end and its pointed end anchored to the complex at the newly formed

branched actin filament junction [86]. How the nucleation activity of Arp2/3 complex is triggered

by binding of WASP, WASP-recruited actin monomers, and actin filaments is unclear, despite its

implications for understanding a wide range of cellular processes.

High-resolution structures of Arp2/3 complex in the inactive state have been available since

2001 [87], but high resolution structures of the activated complex have only recently become

available because of advances in cryo-electron microscopy (cryo-EM) methods [88]. Among the
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recently solved cryo-EM structures are (a) a 9.0 Å structure of activated human Arp2/3 complex

reconstructed from branch junctions imaged in cells [89], (b) a 3.9 Å structure of activated Bos

taurus Arp2/3 complex at a branch junction [90], and (c) 3.5 Å and 3.9 Å structures of activated

Schizosaccharomyces pombe Arp2/3 complex [91, 92]. These structures, along with biochemi-

cal data [93, 94], confirmed the long-standing hypothesis that during nucleation, the two actin-

related subunits in the complexÐArp2 and Arp3Ðmimic a filamentous actin dimer to template

the growth of a new filament [87]. Along with the previously solved inactive structures, the new

structures revealed two major structural changes that bring Arp2 and Arp3 into a filamentous

dimer-like conformation [90ś92]. First, twisting of clamp subunits ARPC2 and ARPC4 rotates the

bottom half of the complex (subunits ARPC1, ARPC5, Arp2, and the globular portion of ARPC2)

to move Arp2 and Arp3 from an end-to-end (łsplayedž) conformation into an arrangement that

mimics the positioning of two consecutive actin subunits along the short pitch helical axis of a fil-

ament (Video S1). Second, Arp2 and Arp3 each transition from a twisted state to a flattened state,

an intramolecular change in which the four subdomains of each Arp move into approximately

the same plane (Video S1). Flattening also occurs in actin when it transforms from a monomeric

to a filamentous state [95ś97], indicating this change is a key step in allowing the Arps to mimic a

filamentous actin dimer. Flattening of the Arps is thought to trigger opening of grooves on their

barbed ends for interactions with the first actin monomers in the newly nucleated (daughter)

filament [90ś92].

While the new structures revealed the key conformational changes required for activation,

how binding of WASP, WASP-recruited actin monomers, and actin filaments stimulate these

structural changes remain unclear. One model postulates that the structural changes are con-

certed (or strongly coupled) and that the activating factors bind cooperatively to Arp2/3 complex

to stimulate them in a single step (Fig. 2.1 and Fig. 2.16) [91]. Two main observations support

the concerted model. First, under some conditions, actin filaments increase the binding affinity

of WASP for Arp2/3 complex, indicating cooperativity between WASP and filaments. Second, a
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large surface area is buried when Arp2/3 complex binds actin filaments, suggesting the availabil-

ity of a large amount of binding energy to stimulate major conformational changes [85, 91, 98,

99]. A second model proposes that activation occurs via multiple steps (Fig. 2.1 and Fig. 2.16).

In one step, WASP and WASP-recruited actin monomers stimulate movement of the complex

into the short pitch conformation. In another step, bound actin filaments stimulate subunit flat-

tening. The multistep model is supported by engineered crosslinking assays that show WASP

and WASP recruited actin monomers stimulate movement into the short pitch conformation [93,

100] but actin filaments do not [100]. In addition, structures of activated Arp2/3 complex at a

branch junction revealed interactions with actin filaments that can be made in the flattened but

not the twisted conformation of Arp3, suggesting actin filaments stimulate subunit flattening

[90]. Distinguishing between activation mechanisms is critical for understanding how the com-

plex serves as a łcoincidence detectorž that triggers nucleation onlywhenWASP,WASP-recruited

actin monomers, and actin filaments are bound. The stringent requirement for each activator is

thought to be critical for the ability of Arp2/3 complex to assemble functional actin networks in

cells. For instance, the requirement for actin filaments ensures that when activated by WASP,

Arp2/3 complex nucleates only branched actin filaments, which are optimal for pushing against

broad flat surfaces like the plasma membrane at the leading edge of lamellipodia within motile

cells [101, 102]. The requirement for WASP-recruited actin monomers helps control the density

of branches nucleated within Arp2/3 complex assembled actin networks [103, 104]. The require-

ment for WASP connects Arp2/3 complex to cellular signaling pathways and targets the branch-

ing nucleation activity of Arp2/3 complex to the proper cellular location [81, 105]. Therefore,

understanding how each of these factors contributes to the activating conformational changes in

Arp2/3 complex is critical for understanding how the complex assembles force-producing actin

networks in cells.

Computational simulations provide a powerful tool to understand the dynamics of biomolec-

ular structures [49]. In the case of Arp2/3 complex, previous simulations have yielded important
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insights into multiple aspects of activation and nucleation. For instance, atomistic and coarse-

grained molecular dynamics (MD) simulations have uncovered details about the binding ofWASP

and actin monomers to the complex and changes in its conformation caused by nucleotide bind-

ing and hydrolysis [106ś108]. Unbiased all-atomMD simulations investigated the role of adenine

nucleotides in controlling the conformation of Arp3 and Arp2, the branch angle and stability, and

details of the interface of the complex with the mother filament [106, 109, 110]. All-atom steered

molecular dynamics (SMD) showed that movement of Arp2/3 complex into the short pitch con-

formation occurs via twisting of the clamp subunits, ARPC2 and ARPC4 [111]. While each of

these approaches has its strengths and weaknesses, all-atom MD simulations can be particularly

useful because they provide atomistic details of the structural rearrangements that occur when

a macromolecule transitions between states. However, such simulations are more informative

if high-resolution structures are available to define each of the endpoints of a conformational

pathway, thereby tethering simulation trajectories to the empirical data at multiple points along

the pathway [112]. Therefore, the recent availability of high-resolution structures of activated

Arp2/3 complex marked an important increase in the potential of all-atom simulations to yield

insights into the pathway to nucleation by Arp2/3 complex.

Here we take advantage of the recently solved structure of activated B. taurus Arp2/3 complex

bound at a branch junctionÐalongwith a high-resolution X-ray crystal structure of the inactive B.

taurus Arp2/3 complexÐto investigate the pathway between active and inactive states of Arp2/3

complex [90, 113]. We ran microsecond unbiasedMD simulations starting from the active confor-

mation of Arp2/3 complex anchored at a branch junction, bound to the side of an actin filament, or

free in solution, alongwith amicrosecond simulation of the complex free in solution starting from

an inactive state. We also used SMD to pull Arp2/3 complex from the active to an inactive state

when it was bound to the side of a filament. These data support a multistep activation pathway

of Arp2/3 complex in which WASP and actin monomers stimulate the short pitch conformation

and actin filaments stimulate subunit flattening. Specifically, the simulations provide evidence
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GMF𝛾 was removed from the coordinate file for the free inactive Arp2/3 complex simulation.

In all but the branch junction simulation, Arp2 and Arp3 had bound ATP in their nucleotide clefts,

consistent with a preactivation state. In the simulation of the branch junction, we modeled ADP

into the clefts of Arp2 and Arp3, because both Arp2 and Arp3 hydrolyze ATP after branch forma-

tion [89, 114ś116]. Similarly, ATP is hydrolyzed by actin subunits upon polymerization [117], so

ADP is present in the nucleotide clefts of mother and daughter actin in the cryo-EM reconstruc-

tion and in the simulations here [90]. All systems were set up using the CHARMM22+CMAP

forcefield with explicit TIP3P water and 50 mM neutral salt concentration, using K+ and Cl−

ions [118]. Further details on system construction, minimization, heating, and production can

be found in the Supporting Information. System sizes ranged from four hundred thousand to 1.4

million atoms. Due to the relatively large size of these systems, we limited the simulation times

to 1 𝜇s, a duration thatÐas described belowÐmay not be long enough to reach the most stable

ground state conformations for some of the systems. The SMD simulations were run exclusively

on the branch junction without daughter filament, with the goal of pulling Arp2/3 complex from

the short pitch to the splayed conformation while it remained bound to the side of a filament.

A harmonic biasing restraint was applied by defining the center of geometry (COG) of each of

the subunits and applying a spring constant of 10000 kJ/mol/Å between each COG. The relaxed

spring length for each subunit pair was the distance between the centers of mass of each subunit

when the complex was in the splayed conformation (as defined by the structure of the inactive

Arp2/3 complex, 4JD2). We ran three different simulations in which the bias was applied over

60, 100, and 150 ns, after which the simulation was continued without the restraint to a total

simulation time of ∼200 ns.
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This result is consistent with previous biochemical and structural data showing that splayed

conformation is strongly favored in the absence of activating factors [93, 94, 119]. In contrast,

analysis of cryo-EM structures showed that the short pitch conformation is stabilized in the con-

text of the branch junction [90, 91]. Consistent with these data, the short pitch conformation

is maintained throughout the entire 1 𝜇s branch junction simulation, with an average distance

of 42.6 Å, very close to the distance in the branch junction cryo-EM structure (Fig. 2.3A, and

Fig. 2.3B). Despite the loss of stabilizing interactions, the short pitch conformation was also main-

tained over the entire microsecond trajectory in the simulations of the branch junction without

daughter filament and the free Arp2/3 complex from the branch junction (Fig. 2.3A). In both sim-

ulations, the Arp2 and Arp3 maintained contacts characteristic of the short pitch arrangement

(Fig. 2.3B). Assuming the simulations represent a near average behavior, they point to an energy

barrier of at least several 𝑘B𝑇 between the splayed and short pitch conformations [120]. The

stability of the short pitch state over the entire 1 𝜇s simulation is consistent with experimental

and theoretical studies that estimate rigid body motions in proteins to be on the order of micro-

to milliseconds [120], although we would expect that the complex would relax to the splayed

conformation in longer simulations of the branch junction or the branch junction without the

daughter filament.

During the simulation of the branchwithout daughter filament, the COG of the inner domains

of Arp2 and Arp3 moved together by ∼4.0 Å (Fig. 2.3A). This is a result of Arp2 tilting toward the

barbed end of Arp3, making additional contacts to Arp3, but adopting a conformation that would

clash with actin subunit DA1 from the daughter filament (Fig. 2.17). Therefore, this state, which is

stable throughout the trajectory, would not be expected to be nucleation competent, even though

it has a conformation close to the short pitch arrangement seen in the branch junction structure

(Fig. 2.17).
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A key feature of concerted models is that ligand-induced conformational changes are strongly

linked so that the system exhibits high cooperativity and switch-like activation when all ligands

are bound [121]. In a fully concerted Arp2/3 complex activation mechanism, movement into

the short pitch conformation and flattening would be perfectly coupled. In contrast, in the mul-

tistep model for activation, these two conformational switches could occur independently and

give switch-like activation [90, 100]. To investigate potential links between the activating con-

formational changes, we asked if Arp2 or Arp3 could switch from the flattened to twisted states

in the simulations of activated Arp2/3 complex, even though the complex stays in the short pitch

conformation (Fig. 2.3A). We used the dihedral angle between the COG of the four subdomains

of the Arps as a metric for subunit flattening, as previously described ([92], Fig. 2.4). During

the 1 𝜇s simulation of free Arp2/3 complex from the branch junction, the dihedral angle of Arp3

rapidly moved toward the twisted state and stayed in a short-pitch, twisted conformation for

much of the simulation (Fig. 2.4 and Fig. 2.5A). The short-pitch, twisted conformation was also

adopted in Arp2 in the simulation of the branch junction and moderately populated in Arp2 in

the simulation of free Arp2/3 complex from the branch junction (Fig. 2.5B). These data indicate

that Arp2 and Arp3 can move from a flattened state into or close to the twisted conformation

even when they are arranged in the short pitch conformation. This suggests that the two major

activating conformational changes in Arp2/3 complexÐadoption of the short pitch conformation

and subunit flatteningÐare not tightly linked. Furthermore, the existence of a stable intermedi-

ate conformation of Arp2/3 complex, in which one activating conformational change (short pitch

adoption) but not the other (flattening) has occurred argues against a concerted mechanism for

activation (Fig. 2.1).

The observation that the Arps undergo subunit twisting when the complex is in the short

pitch conformation was unexpected because flattening is thought to increase the buried surface

area (BSA) between Arp2 and Arp3 in the short pitch complex [92]. However, in addition to

contacts between Arp2 and Arp3, other intracomplex interactions appear to stabilize the short
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between twisting/flattening of the Arps and the width of their barbed end grooves, we measured

theW-loop position in Arp2 and Arp3 in all four simulations. In simulations lacking the daughter

filament, the W-loop of both Arps remained or become curled even if the Arp subunit remained

flat, suggesting that insertion of the D-loop of actin into the barbed end groove helps stabilize an

open barbed end groove (Fig. 2.11B and 2.11C). The W-loop of Arp3 tended to remain uncurled

through a greater portion of the simulations than in the Arp2 subunit, suggesting that the open

state of the barbed end groove may be more favorable in Arp3 compared to Arp2. This finding

may have implications for understanding how WASP-mediated recruitment of actin monomers

to each Arp influences the activating conformational changes.

2.2.6 Splayed Arp2/3 complex maintains approximately the same

interface area with the mother filament as short pitch Arp2/3

complex

Our MD simulations suggest actin filaments stimulate subunit flattening in Arp3, one of the ma-

jor activating structural changes in Arp2/3 complex. It is also important to determine whether

actin filaments can stimulate the other major activating conformational change: movement into

the short pitch conformation. Filaments will stimulate the short pitch arrangement if the short

pitch conformation of the complex interacts more favorably with the filament than the splayed

conformation. However, there are no structures of Arp2/3 complex in the splayed state bound to

the filament, so information about the inactive interface is limited [90, 91]. Therefore, to better

understand the differences between short pitch and splayed mother filament contacts, we ran

SMD simulations using the branch junction without daughter filament system (Fig 2.2). We used

a harmonic biasing restraint to pull Arp2/3 complex from the short pitch to the splayed conforma-

tion while it remained bound to the side of the filament, as described above (Fig. 2.12A and Video

S4). The pulling forces were applied over three different time intervals. In all three pulling inter-
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at the beginning of the simulations, when the complex is in the short pitch conformation, as they

are at the end of the simulation, after the complex has been pulled into the splayed conforma-

tion (Fig. 2.13A and 2.19D). Examination of the trajectory revealed how contacts to the mother

filament are maintained in the splayed conformation. As the clamp twists, the top portion of the

complex (Arp3, ARPC3, and the globular domain of ARPC2) stays anchored to the mother fila-

ment and maintains the same or similar contacts to those it makes in an activated conformation

(Fig. 2.13B and Video S5). The two rigid blocks shown in Fig. 2.13B that make up the bottom of

the complex (2 and 4) rotate away from the filament as the clamp twists into the splayed confor-

mation, but these blocks contact the filament almost exclusively through flexible segments that

can engage the filament regardless of the conformation of Arp2/3 complex (see below). There-

fore, these simulations suggest that clamp rotation and movement of Arp2/3 complex into the

splayed conformation may not significantly influence its interface with the mother filament, in

agreement with previous modeling experiments [90].

2.2.7 Flexible segments in Arp2/3 complex maintain

conformation-insensitive contacts with the mother filament of

actin

In addition to rigid block 1 and 3 in the top of the complex, flexible segments on ARPC1 and

ARPC2 from the bottom ofArp2/3 complex remain attached to themother filament as the complex

moves from the short pitch to the splayed conformation. The ARPC1 insert forms a short 𝛼−helix

that binds to a hydrophobic groove in actin filament subunit M4 [89ś91]. We showed previously

that because the ARPC1 insert is flexible, it can stay bound to the filament throughout the pulling

simulation even as the globular portion of ARPC1 moves away from the mother filament [90].

The ARPC1 insert helix has several conserved residues and buries an average of 434, 349, and 415

Å2 throughout the 60, 100, and 150 ns pulling simulations, respectively (Fig. 2.14A-C and Video
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The C-terminal extension in ARPC2 also remains bound to the mother filament throughout

most of the simulation. This segment is disordered in all structures except the recent cryoEM

structure of S. pombe Arp2/3 complex at the branch junction [91]. Recent coarse-grained simula-

tions suggested it may play a role in stabilizing interactions with the mother filament [107]. Be-

cause it extends from the C terminus of subunit ARPC2Ðwhich moves very little during the tran-

sition from the splayed to short pitch conformationÐthe extension stays positioned at the mother

filament interface during activation, burying an average of 404, 471, and 525 Å2 throughout the

entire 60, 100, and 150 ns pulling simulations, respectively. Several residues in the C-terminal ex-

tension of ARPC2 are broadly conserved (Fig. 2.15B), suggesting the potential importance of this

interaction. However, while the extension maintains contact with the mother filament through-

out the trajectory, it remains relatively flexible, binding several different surfaces during the sim-

ulation (Fig. 2.15C and Video S6). This observation is consistent with previous structural data

showing this segment is either completely disordered or has weak electron density, even when

bound to the mother filament [90, 91].

2.3 Discussion

Here we use steered and unbiased all-atom MD simulations to investigate the conformational

pathway of WASP-mediated Arp2/3 complex activation. WASP stimulates movement of the Arps

into the short pitch conformation [93, 94, 124], but WASP was not included in any of our sim-

ulations, which instead focused on the role of actin filaments in activation. Using simulations

to investigate the influence of WASP on activating structural changes will be an important next

step, especially considering that while some experiments indicate that the primary function of

WASP andWASP recruited actin monomers is to stimulate the short pitch conformation [93, 125],

other experiments point to an additional WASP-mediated function in the activation process [94].

In addition, our studies included only one nucleotide state in the Arps, so it will be important to
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use simulations to investigate how other nucleotide states influence activating conformational

changes. These studies will provide insights into why the nucleotide is required for activation

and how it controls the stability of branches [116, 126ś128].

A key conclusion from this work is that the two main activating conformational changes in

Arp2/3 complex, movement into the short pitch conformation and subunit flattening, are un-

likely to be concerted. Specifically, we show that the complex can adopt twisted states of Arp2

and Arp3 when the Arps are arranged into the short pitch conformation. These observations

support a multistep model for activation, in which flattening and movement into the short pitch

conformation can occur in separate steps and can be stimulated by different activating factors. An

activation pathway that can be separated into multiple distinct steps has important implications

for regulating the complex. First, it provides a mechanism to program triggered WASP release

into the reaction mechanism. Previous experiments have shown that WASP is released before or

concurrently with nucleation [129]. This feature of the activation mechanism is thought to pre-

vent unproductive connections between growing actin networks and membrane-bound WASP,

which decrease pushing forces of the network against the membrane [129]. In the multistep ac-

tivation pathway, WASP (and actin monomer binding) could stimulate movement into the short

pitch conformation, and subunit flattening stimulated by actin filaments could stimulate WASP

release.

Another important advantage of a multistep activation model is that it would permit switch-

like behavior of Arp2/3 complex at a wide range of concentrations of actin filaments, WASP and

WASP-recruited actin monomers [121]. In contrast, concerted models of multisignal activation

pathways have switch-like behavior only at low concentrations of activators; moderate to high

concentrations cause rheostat-like activation, where each activating factor can trigger some ac-

tivity on its own [121]. Therefore, a multistate model would allow for tighter regulation of Arp2/3

complex in cellular contexts where the local concentrations of activated WASP, actin monomers,

and preformed actin filaments are high. We note that while our data support a multistep model,
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it is possible that there is some conformational coupling between the activation steps, so that the

mechanism has some aspects of both a multistate and a cooperative model. This coupling could

explain the reported cooperativity between WASP and actin filaments in binding to the complex

[98, 99].

Our data points to the existence of stable intermediate conformations of Arp2/3 complex dur-

ing the activation process. Specifically, we show that Arp2 and Arp3 can move into or part way

toward the twisted conformation even with the complex in the short pitch state. Because of the

limits on computation time, we were not able to assess whether the short pitch twisted states

persist over periods longer than a microsecond. We note that during the simulations, Arp2/3

complex never adopted a state in which both Arp2 and Arp3 were fully twisted and short pitch

(Fig. 2.5A and Fig. 2.5B). However, we were able to create a model of a fully short-pitch/twisted

conformation by superposing the half of Arp2 and Arp3 bound to the clamp subunits from the

active structures with twisted Arp2 and Arp3 with only minimal steric clash, which could be

relieved through side chain minimization (Fig. 2.20). Therefore, we anticipate that with longer

simulation times, this fully twisted/short-pitch conformation would be adopted. We note that we

cannot eliminate the possibility that the short pitch twisted state we observe here is merely a

transiently populated, high energy state.

In contrast, when we attempted to model a completely splayed/flattened conformation of

the complex using the same procedure, we found clashes that could not be relieved by sidechain

minimization or backbone remodeling of known flexible regions (Fig. 2.20). Thismay indicate that

the flattened conformation is not stable when Arp2/3 complex is in the splayed conformation.

Therefore, while there is currently no evidence for an obligatory sequence of binding events

by activating factors, steric effects may require that Arp2/3 complex moves out of the splayed

conformation before Arp2 or Arp3 flatten. Given that flattening of the Arps aligns residues in

the nucleotide binding cleft for ATP hydrolysis [90, 92, 95, 130], stimulating this step only after

the subunits are already aligned into a filament-like short pitch arrangement may help prevent
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unproductive hydrolysis of the nucleotide.

Our simulations showed that short pitch Arp2/3 complex is stable for at least a microsecond

even without interactions with actin filaments orWASP. This was not surprising given the typical

rates of rigid body motions of large groups of atoms (𝜇s-ms) [120]. We expect that with longer

simulation times, the complex would relax into a splayed conformation. In contrast, movement

of the Arps from flattened to twisted conformations occurred within the microsecond simula-

tions. Although this transition was context-dependent (e.g., it did not occur in Arp3 when the

complex was filament-bound), it suggests a lower energy barrier separates movement from flat to

twisted states than short pitch to splayed conformational states. Because both subunit twisting

and movement into the splayed conformation would be expected to favor branch disassembly,

this observation may have important implications for understanding how proteins like GMF and

Coro7 stimulate branch disassembly upon binding to the complex [131, 132].

Using steered all-atom simulations, we showed that contacts between Arp2/3 complex and

mother filaments remain largely unchanged as Arp2/3 complex transitions from the splayed to

the short pitch conformation, suggesting contacts with actin filaments do not trigger the short

pitch conformational change. These observations are consistent with crosslinking experiments

using dual-cysteine engineered S. cerevisiae Arp2/3 complex, which showed that actin filaments

do not stimulate the short pitch conformation [100]. However, these results differ from Förster

resonance energy transfermeasurements on S. pombeArp2/3 complex, which showed that probes

on the C termini of Arp2 andArp3 have greater Förster resonance energy transfer efficiencywhen

the complex binds actin filaments [133]. Empirical methods and the simulations presented here

indicate the C termini of the Arps exhibit flexibility that could influence interpretation of these

measurements [90, 95, 134]. Analysis of the recent cryo-EM structure of S. pombe Arp2/3 com-

plex at branch junction suggested that movement into the splayed conformation decreases the

interaction interface with the mother filament by ∼35%, indicating an increased binding energy

for the activated state that could be used to stabilize the short pitch conformation [91]. A key dif-
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ference in the S. pombe Arp2/3 complex analysis is that it was assumed that the ARPC1 insert and

the ARPC2 extensionÐwhich are disordered in the structure of inactive S. pombe Arp2/3 complex

[92]Ðdo not contact the mother filament when the complex binds filaments in an inactive state.

Our data here suggest that both of these segments make conformation-insensitive contacts that

provide over ∼800 Å2 of BSAwith the mother filament. Nonetheless, interaction surface areas are

only roughly correlated with binding energies [123], and small differences in the contacts could

cause significant energetic differences. Therefore, additional biochemical/biophysical methods to

probe the relationship between the conformation and binding states of Arp2/3 complex will be

an important next step.

2.4 Supporting Information

2.4.1 Simulation Setup

2.4.1.1 Construction

Four systems were created for MD simulation studies. The łbranch junctionž consists of Arp2/3

complex, the mother filament (10 actin subunits), and daughter filament (4 actin subunits) with

initial configurations derived from the Ding et al. structure, 7TPT [90]. The łbranch junction

without daughter filamentž is the same but only contains Arp2/3 complex and the mother actin

subunits. łFree Arp2/3 complex from branch junctionž contains only Arp2/3 complex in the active

configuration from 7TPT. łFree inactive Arp2/3 complexž complex is constructed from the X-

ray crystal structure of Arp2/3 complex in an inactive state and bound to the inhibitor protein

GMF𝛾 (4JD2) [113]. The nucleotide states for each system are described in the main text. A

Mg2+ ion was modeled in the nucleotide binding clefts based on its position in the structures.

All residues of each actin or Arp2/3 complex subunit were included in the simulations. The

following residues were missing from 7TPT: Arp3, 1 to 2, 417 to 418; Arp2, 1 to 3, 389 to 394;
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ARPC1, 1, 365 to 372; ARPC2, 284 to 300; ARPC3, 1, 175 to 178; ARPC5, 1 to 9, 27 to 34. The

following residues were missing from 4JD2: Arp3, 1 to 2, 40 to 51, 356 to 359, 417 to 418; Arp2,

1 to 3, 43 to 50, 389 to 394; ARPC1, 289 to 318; ARPC2, 284 to 300; ARPC3, 1, 36, 102, 121,

175 to 178; ARPC4, 1 to 2; ARPC5, 1 to 8, 29 to 30, 34 to 35; Missing residues were modeled

by hand using Coot or PyMol or automatically with Modeller [135, 136]. The C terminus of

ARPC2 was modeled as an extended 𝛽−strand that protrudes into the solvent. These systems

were constructed and equilibrated as previously described [90, 137]. Briefly, all systemswere built

using VMD 1.9.3 and parameterized using a CHARMM22+CMAP forcefield with TIP3P water

[118]. Bound nucleotides and surrounding water were modeled in the nucleotide binding cleft

of each actin or Arp2 and Arp3 protein as previously described [138, 139]. Each system was

solvated in water such that there is at least 1 nm of water in each direction surrounding the

protein. Potassium (K+) and Chloride (Cl−) ions were added so that each system was neutralized,

and the resulting concentration of salt was 50 mM.

2.4.1.2 Eqilibration

Systems were equilibrated in several steps using NAMD 2.14 [140].

(1) Minimization: Energyminimizationwas carried out in four stages, each for 1000 time steps

with 10 kcal/mol/Å2 restraints on different groups of atoms, as previously described [138]. For

the first stage, the protein, nucleotide, nucleotide-bound magnesium ions, and nucleotide waters

(within 5 Å of the magnesium ion) were restrained. In the second stage, the protein backbone,

nucleotide, nucleotide-bound magnesium ions, and nucleotide-proximal waters were restrained.

Third, the nucleotide, nucleotide-boundmagnesium ions, nucleotide-proximalwaters, and finally,

only nucleotide-bound magnesium ions and nucleotide-proximal waters were restrained.

(2) Heating/Equilibration: 10 kcal/mol/Å2 restraints were applied to the protein backbone,

nucleotide, nucleotide-bound magnesium ions, and nucleotide-proximal waters (As in the second

stage of minimization). The system was heated from 0 K to 310 K over 100 ps, using a Langevin
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Thermostat in the NVT ensemble. Immediately after heating, the system was run in the NPT

ensemble with a target pressure of 1 atm using the Langevin piston Nose-Hoover method in

NAMD 2.14. Equilibration with the same restraints as the heating stage was carried out over

five cycles of 200 ps, with each stage reducing the restraint coupling by half. After the first five

cycles, an additional equilibration of 200 ps was run with constraints set to 0.1 kcal/mol/Å2 . A

final cycle of equilibration was run for 400 ps without any constraints on any groups of atoms.

2.4.1.3 Production

Unbiased MD For the production runs, a python script (psf2itp) created by the CHARMM-

GUI developers was used to convert the equilibrated system topologies and coordinates from

NAMD format to GROMACS compatible files with the same forcefield and MD parameters as in

the equilibration step [141]. Each system was relaxed for an additional 10 ns using GROMACS

2018 [142]. To prevent rotation of the simulation box; 10 kcal/mol/Å2 constraints were applied

to backbone atoms of the four terminal mother actin subunits (chains L, M, T, and U in 7TPT).

BiasedMD PLUMED plugin was used to implement steered MD in our simulations [143]. The

MOVINGRESTRAINT function was used to apply a time-dependent harmonic potential starting

from the Arp2/3 complex short-pitch configuration to the splayed configuration for the two sys-

temswithout daughter actin. The collective variables used for the biasingwere the COG distances

between each of Arp2/3 complex domains, as defined by their C𝛼 positions. The target values

of the collective variables were calculated from the crystal structure of 4JD2 [113]. The biasing

simulations used a force constant of 10,000 kJ/mol/A2 for different pulling durations- 60 ns, 100

ns, and 150 ns. In addition, the pulling simulations were continued by biasing the DRMSD, which

is the distance RMSD between the C𝛼 of the domains of each frame in the trajectory to the C𝛼 of

the domains of the 4JD2.
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2.4.2 Data Analysis

Simulation analysis was performed using the mdtraj library (version 1.9.4) in python [144]. Ad-

ditional contact analysis and scoring was carried out using GUI-based interface PyContact [145].

Trajectory and structure files were also visualized in VMD 1.9.3, PyMOL, and ChimeraX [146].

Subdomains (1ś4) of Arp2 and Arp3 were defined as shown in Table 2.1, with only backbone

atoms used in the COG calculations. Each of the subdomains were mapped into single coarse-

grained beads using the custom mapping script written in python and then used for our calcu-

lations (Available on the manuscript Github). The subunit twisting/flattening was measured by

computing the dihedral angle defined by the four subdomains (subdomain 2, 1, 3, and 4). Subdo-

mains 3 and 4 were used to calculate the distance between Arp3 and Arp2 so that the simulation

data could easily be compared to X-ray crystal structures, in which subdomains 1 and 2 of Arp2

are often partially or completely disordered [87, 113].

To define clamp twisting, we used the centers of geometry of four small sets of backbone

atoms that were close to atoms used in Shabaan et al. [92] (Table 2.2). The custommapping script

described above was used to map the all-atom selections into coarse grained atoms. The clamp

twisting angle was measured by computing the dihedral angle of Bead 1śBead 2śBead 3śBead 4.

For BSA calculations, we excluded noninteracting subunits of the mother actin filament (MA1,

MA0, MA5, MA7, and MA8 using nomenclature in Ding et al. [90]) in our calculations to avoid

high computational cost and memory. The Shrake and Rupley algorithm in the mdtraj library

was used for computing the solvent accessible area (SASA) of each residue of the selected group

[144, 147]. The SASAs were used to compute the approximate BSA using the equation:

𝐵𝑆𝐴 =

1

2
(𝑆𝐴𝑆𝐴1 + 𝑆𝐴𝑆𝐴2 − 𝑆𝐴𝑆𝐴12) (2.1)
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Where 𝑆𝐴𝑆𝐴1 is the SASA of the first group (excluding the second), 𝑆𝐴𝑆𝐴2 is the SASA of the

second group (excluding the first), and 𝑆𝐴𝑆𝐴12 is the SASA including both groups. Clashes in

the models presented in Fig. 2.19 were calculated in ChimeraX using the default settings, and

side chain minimization was carried out in Phenix [146, 148]. Root mean squared fluctuation

calculations were carried out in VMD [149].

2.4.3 Data Availibility

Scripts and input files used for system construction, data collection and analysis, and figure prepa-

ration can be found in the Hocky group GitHub repository. Simulation data saved every 100 ns

can also be found in the GitHub repository. All other input or data files are available upon request.

2.4.4 Supplemental Data

Captions for supplemental videos

Video S1: Activation of Arp2/3 complex requires two major sets of conformational changes.

Morph of Arp2/3 complex using the inactive Arp2/3 complex crystal structure 4JD2 as a starting

point and the branch junction structure of Arp2/3 complex (7TPT) as the end point. The two

major types of activating conformational changes can be measured by dihedral angles (defined

by centers of geometry of groups of backbone atoms in the complex ś see Data Analysis). Clamp

twisting is shownwith a yellow dihedral, whereas subunit flattening is shownwith the grey dihe-

dral (Arp2) or the cyan dihedral (Arp3). Note that only residues present in both the structures are

modeled in the morph. Arp3, orange; Arp2, red; ARPC1, green; ARPC2, cyan; ARPC3, magenta;

ARPC4, blue; ARPC5, yellow.

Video S2: In steered simulations the clamp bends into a conformation not observed in experimen-

tally determined structures. Video shows two views of the 60 ns pulling simulation overlaid onto

the globular portion of ARPC2 in the branch junction structure. Arp3 from the branch junction
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structure is shown in orange. The Arp3 flattening/twisting angle (𝜑Arp3) for the branch junction

structure (7TPT), the inactive structure (4JD2), and the simulation are shown in red, yellow, and

cyan, respectively. The ARPC4 subunit is shown for the branch junction structure (red), the inac-

tive structure (yellow) and the simulation (cyan). Bending of the clamp repositions Arp3 so that

it can retain contacts with the mother filament despite being in the twisted conformation.

Video S3: Twisting of Arp2 closes the barbed end groove and weakens its interactions with the

daughter filament. Ribbon diagram of the branch junction trajectory showing the Arp2 subunit

(red) and the actin D2 subunit (grey). The 𝑥1 distance (cyan) measures the uncurling of the W-

loop. The 𝑥2 distance (green) measures the distance between M44 C𝛼 in actin D2 and G172 C𝛼

in the Arp2 W-loop. The 𝑥2 distance increases after the sidechain of Met44 is ejected from the

pocket in the side of the barbed end groove.

Video S4: A steered simulation with 60 ns of pulling generates a splayed filament-bound Arp2/3

complex structure. Video shows the 60 ns pulling simulation from start to finish. Frames were

taken at approximately every 13 ns of the trajectory to make this video. The distance between

the COG of subdomains 3 and 4 of Arp3 and subdomains 3 and 4 of Arp2 (grey spheres) is shown

as a yellow dashed line. Arp3, orange; Arp2, red; ARPC1, green; ARPC2, cyan; ARPC3, magenta;

ARPC4, blue; ARPC5, yellow; actin, gray.

Video S5: Splayed Arp2/3 complex stays anchored to themother filament andmaintains contacts

it makes in an activated conformation. Ribbon representation of the 150 ns pulling simulation from

start to finish. Frames were output every∼7.5 ns for this video. The distance between subdomains

3 and 4 of Arp3 and subdomains 3 and 4 of Arp2 is shown in white. The clamp twisting dihedral

angle (𝛼) is shown in red. Arp3, orange; Arp2, red; ARPC1, green; ARPC2, cyan; ARPC3, magenta;

ARPC4, blue; ARPC5, yellow; actin, gray

Video S6: Flexible segments in splayed Arp2/3 complex maintain contacts with the mother fila-

ment. Video of ribbon representation of the 150 ns pulling simulation from start to finish. Frames

were output every ∼7.5 ns for this video. The distance between subdomains 3 and 4 of Arp3 and
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subdomains 3 and 4 of Arp2 is shownwith a green dashed line. The distance between the C𝛼 atom

of Ile345 (yellow) on the surface of the mother filament (subunit M4) and the center of geometry

of the globular domain of ARPC1 and shown with a magenta dashed line. The distance between

the ARPC1 helix and the surface of the mother filament (ARPC1 Phe302 C𝛼 to actin subunit M4

Ile345 C𝛼) is shown with a yellow dashed line. The ARPC1 insert and the ARPC2 C-terminal

extension are shown in thick cartoon representation.

Arp3 Arp2
Subdomain 1 6-32, 78-153, 375-408 7-33, 74-150, 352-387
Subdomain 2 33-37, 60-77 34-38, 55-73
Subdomain 3 154-196, 295-344, 362- 374 151-185, 277-326, 339- 351
Subdomain 4 197-282 186-265

Table 2.1: Definition of subdomains 1-4 in Bos taurus Arp3 and Arp2. Backbone atoms in the listed

residues were used for center of geometry calculations.

Subunit Residues
Bead 1 ARPC4 14-50, 63-73, 117-132
Bead 2 ARPC4 3-13, 51-62, 74-77, 135-142
Bead 3 ARPC2 125-262
Bead 4 Arp3 6-32, 78-153, 375-408, 33-37, 60-77

Table 2.2: Definition of centers of geometry in Bos taurus Arp3, ARPC2 and ARPC4 used for calculating

the clamp twist angle. Backbone atoms in the listed residueswere used for center of geometry calculations.
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Chapter 3

Infinite switch simulated tempering in

force (FISST)

This chapter is adapted from Ref. [60]
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Abstract

Many proteins in cells are capable of sensing and responding to piconewton-scale forces, a regime

in which conformational changes are small but significant for biological processes. In order to ef-

ficiently and effectively sample the response of these proteins to small forces, enhanced sampling

techniques will be required. In this work, we derive, implement, and evaluate an efficient method

to simultaneously sample the result of applying any constant pulling force within a specified

range to a molecular system of interest. We start from Simulated Tempering in Force, whereby

force is added as a linear bias on a collective variable to the system’s Hamiltonian, and the co-

efficient is taken as a continuous auxiliary degree of freedom. We derive a formula for an aver-

age collective-variable-dependent force, which depends on a set of weights, learned on-the-fly

throughout a simulation, that reflect the limit where force varies infinitely quickly. Simulation

data can then be used to retroactively compute averages of any observable at any force within

the specified range. This technique is based on recent work deriving similar equations for In-

finite Switch Simulated Tempering in Temperature, that showed the infinite switch limit is the

most efficient for sampling. Here, we demonstrate that our method accurately samples molecu-

lar systems at all forces within a user defined force range simultaneously, and show how it can

serve as an enhanced sampling tool for cases where the pulling direction destabilizes states of low

free-energy at zero-force. This method is implemented in, and will be freely-distributed with, the

PLUMED open-source sampling library, and hence can be readily applied to problems using a

wide range of molecular dynamics software packages.
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3.1 Introduction

Mechanical forces acting on the molecular scale play crucial roles across biology, from driving

essential processes such as cell migration to determining the emergent macroscale properties of

biological materials [6, 20, 150ś152]. While the response of macroscopic systems to force can be

measured by rheological techniques and often matched to theories of elasticity or viscous flow

[153, 154], understanding the response of microscopic systems to force is more challenging. Sig-

nificant progress has been made through pioneering single-molecule force spectroscopy studies,

which have given insight into the folding landscape of proteins, the kinetics of protein-protein

interactions, and the behavior of molecular motors [155ś157].

Molecular dynamics (MD) simulations are often capable of representing the equilibrium be-

havior of a system, and therefore are a key tool to elucidate the detailed, molecular-scale picture

of what underlies important chemical and biological processes [138, 158, 159]. Schulten and oth-

ers pioneered the use of Steered Molecular Dynamics (SMD) to predict the behavior of molecules

in single molecule pulling experiments, where an external force is applied within a molecular

dynamics simulation in a way that mimics common experimental setups [57, 160]. Although

these SMD simulations and the experiments they mimic are performed out-of-equilibrium, it is

in principle possible to use non-equilibrium fluctuation theorems to extract equilibrium infor-

mation from an ensemble of trajectories [160ś163]. However, in order to observe empirically

relevant structural changes (e.g. protein unfolding) within an achievable simulation time scale,

SMD pullingmust be performedwith unphysically large forces applied to the system [164]. These

large forces then lead to poor agreement with the experiments theywere designed to simulate and

a dependence of the result on the pulling rate [165]. To overcome these limitations, one can re-

duce the number of degrees of freedom and artificially smooth the free energy landscape by using

coarse-grained models, which effectively decreases the timescale of the targeted process [166].

Alternatively, one could use enhanced sampling simulations in conjunction with SMD at lower
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pulling forces/rates to more quickly sample a molecule’s conformations [167, 168]. These com-

bined approaches are challenging because they require techniques for sampling non-equilibrium

trajectories, and typically are more difficult to converge for large systems than standard equilib-

rium sampling methods [169].

In this work, we focus only on systems under a small constant mechanical load, on the order of a

few to tens of piconewtons (pN), a regime known to initiate and drive many important biological

processes [15]. Although we typically imagine that applying a pulling force will drive a system

out of equilibrium, thermodynamically speaking, applying a small constant force simply creates a

new, tilted, energy landscape on which the system will equilibrate [170]. Moreover, small applied

forces are expected to be near the linear-response regime, and would simply change the weight

of the conformations observed at equilibrium rather than drive large conformational changes

often studied by single molecule force probes and SMD simulations. Because of these factors,

standard equilibrium sampling methods such as Parallel Tempering should adequately probe the

effect of these forces on the resulting conformational ensemble. Here, we investigate a method in

which small applied forces can be used to simultaneously obtain equilibrium information about a

molecular system while also accelerating sampling.

Martinsson et al. have recently developed a useful enhanced sampling method called Infinite

Switch Simulated Tempering (ISST) [171]. They show that the most efficient way of perform-

ing simulated tempering, where temperature is a dynamical variable in the simulation, occurs

in the limit where the temperature can change infinitely quickly. In this regime, an effective

configuration-dependent temperature is learned and used to propagate the dynamics. Informa-

tion about the system at any temperature in the chosen temperature range between𝑇min and𝑇max

can be obtained post facto using weights calculated on-the-fly during the simulation.

In this work, we derive the force-equivalent of the ISST method, which we term FISST. FISST

allows us to run simulations over a user defined range of forces, and by learning the ‘weights’ for

each force on-the-fly, quantitatively reconstruct the probability density function of a given ob-
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servable at any force within the force range; we therefore effectively gain information about the

𝑁 𝑓 different forces one wants to study within a single simulation. While this method is derived us-

ing the same logic as ISST, the two methods are fundamentally distinct. Importantly, because FISST

is a collective-variable-based method, it only depends on an intensive quantity of the system,

hence its effectiveness does not deteriorate with system size or dimensionality. We illustrate the

performance of FISST for a number of test systems ranging in complexity, including a simple 2D

analytical potential, a chain of beads with i/i+4 interactions that favors a degenerate left and right

handed helical configurations at zero force, and deca-alanine in water. In addition, we attempt

to quantify the amount of information gained using FISST over traditional equilibrium sampling

methods and comment on the prospect of FISST as an enhanced sampling method. FISST is im-

plemented as a module in the open-source PLUMED package [143, 172], a plug-in for many of

the most popular simulation packages, and can therefore be immediately applied to virtually any

system of interest.

3.2 Theory and Methods

3.2.1 Simulations under constant force

Assume that the system under zero force has the Hamiltonian:

𝐻 (𝒑, 𝒒) = 1
2
𝒑𝑇𝑀−1𝒑 +𝑈 (𝒒), (3.1)

where 𝒒 and 𝒑 represent the position and momenta of the particles in the system,𝑀 is the mass

matrix, and𝑈 (𝒒) the potential. Then the system’s Hamiltonian with a force can be written as:

𝐻𝐹 (𝒑, 𝒒) =
1
2
𝒑𝑇𝑀−1𝒑 +𝑈 (𝒒) − 𝐹𝑄 (𝒒). (3.2)
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where𝑄 (𝒒) is a collective variable (CV), defined here as a function of particle positions (although

this could be generalized). In this equation, a positive 𝐹 corresponds to pulling (i.e. a larger 𝑄

will be preferred for 𝐹 > 0). It is evident that as long as 𝐹 does not vary in time, then any

standard constant-temperature MD, MC, or enhanced sampling method can be applied to sample

configurations from the equilibrium Boltzmann distribution with density ∝ 𝑒−𝛽𝐻𝐹 , where 𝛽 =

(𝑘𝐵𝑇 )
−1, 𝑘𝐵 is Boltzmann’s constant, and 𝑇 is the temperature of the system.

3.2.2 Simulated Tempering in Force

One way to implement tempering in force is to do Hamiltonian Replica Exchange [173], with

discrete forces applied to collective variables. To study 𝑁𝐹 different forces in the range 𝐹min <

𝐹𝑖 < 𝐹max, we would simulate 𝑁𝐹 copies of our system with Hamiltonians given by:

𝐻𝑖 (𝒑, 𝒒) =
1
2
𝒑𝑇𝑀−1𝒑 +𝑈 (𝒒) − 𝐹𝑖𝑄 (𝒒) . (3.3)

Monte Carlo exchanges between replicas are done periodically, with a Metropolis acceptance rate

of 𝑃exchange = min{1, exp(−𝛽 (𝐹𝑖 − 𝐹 𝑗) (𝑄𝑖 −𝑄 𝑗))}.

Alternatively, one could perform the equivalent of a continuous version of simulated tem-

pering [171, 174], in which case 𝐹 becomes a continuous extra degree of freedom. It is then

possible to perform Langevin Dynamics (LD) such that the following probability density for each

configuration (𝒒, 𝐹 ) is sampled:

𝜌 (𝒒, 𝐹 ) = 𝐶−1(𝛽)𝜔 (𝐹 )𝑒−𝛽𝑈 (𝒒)+𝛽𝐹𝑄 (𝒒) . (3.4)

Here 𝜔 (𝐹 ) is a weight function to be specified (more on this below) which is positive for 𝐹min <
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𝐹 < 𝐹max and zero outside that range (such that these forces are not accessible), and

𝐶 (𝛽) =

∫ 𝐹max

𝐹min

𝑑𝐹 𝜔 (𝐹 )

∫

𝑑𝒒 𝑒−𝛽𝑈 (𝒒)+𝛽𝐹𝑄 (𝒒) (3.5)

≡

∫ 𝐹max

𝐹min

𝑑𝐹 𝜔 (𝐹 )𝑍𝑞 (𝐹 ). (3.6)

where we have defined the partition function

𝑍𝑞 (𝐹 ) ≡

∫

𝑑𝒒 𝑒−𝛽𝑈 (𝒒)+𝛽𝐹𝑄 (𝒒) . (3.7)

3.2.3 The Infinite Switch Limit

As discussed above, the arguments of Ref. [171] suggest that the most efficient sampling scheme

occurs in the infinite switch limit, i.e. when the mass of the fictitious łforce-momentumž becomes

0. In brief, the validity of the infinite switch limit follows from the Large Deviation Principle,

which asserts that rare events, such as those associated with large changes in the system, become

exponentially less likely as their magnitude increases [175, 176]. To better examine the theoretical

framework, consider the following Hamiltonian,

𝐻 (𝒑, 𝒒) =
1

2
𝒑𝑇𝑀−1𝒑 +𝑈 (𝒒) − 𝐹𝑄 (𝒒) +

𝑝𝐹

𝑚𝐹
+ 𝜙 (𝐹 ) (3.8)

Here, 𝑝𝐹 is the fictitious "force-momentum", 𝑚𝐹 is the corresponding "force-mass", and 𝜙 (𝐹 ) is

a confining potential to ensure 𝐹 is confined within the "force-ladder", ie 𝐹min < 𝐹 < 𝐹max. The

following Langevin scheme can be used to sample configurations according to Eq. (3.8),

𝑑𝒒

𝑑𝑡
= 𝑀−1𝒑 (3.9)

𝑑𝒑

𝑑𝑡
= −∇𝑈 + 𝐹∇𝑄 − 𝛾𝒑 +

√︁

2𝛾𝛽−1𝑀1/2𝜼 (3.10)
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To implement the Large Deviation theory [175, 176] we define 𝜈𝑇 as an empirical measure of the

dynamics in Eq. 3.9 and 3.10, at time 𝑇 as follows,

𝜈𝑇 (𝒒,𝒑) =
1

𝑇

∫ 𝑇

0

𝑑𝑡 𝛿 (𝒒 − 𝒒(𝑡))𝛿 (𝒑 − 𝒑(𝑡)) (3.11)

From DonskerśVaradhan theory [177, 178], the empirical (Eq. 3.11) must satisfy the Large Devi-

ation principle as 𝑇 → ∞ with the rate functional given by,

𝐼 (𝜇) =

∫

𝑑𝜇
L 𝑓

𝑓
(3.12)

where 𝐼 (𝜇) is the rate functional, 𝜇 is the empirical measure, L is an infinitesimal operator to

evolve the system of equations (3.9) and (3.10), and 𝑓 is a smooth function in R. By choosing 𝑓 =

𝑑𝑢/𝑑𝜌 [179], where 𝜌 is the density (Eq. 3.4), it can be shown that 𝐼 (𝜇) decreases monotonically as

the value of the fictitious mass𝑚𝐹 decreases. To satisfy the Large Deviation Principle, we hence

choose𝑚𝐹 → 0, ensuring our sampling strategy aligns with theoretical principles and sets the

stage for exploring phase space dynamics in the following section.

In this limit, we can write an alternative LD scheme to sample a phase space density for 𝒒

where force has been integrated over by the fast dynamics of 𝐹 ,

𝜌 (𝒒) =

∫ 𝐹max

𝐹min
𝑑𝐹 𝜔 (𝐹 )𝑒−𝛽𝑈 (𝒒)+𝛽𝐹𝑄 (𝒒)

∫ 𝐹max

𝐹min
𝑑𝐹 𝑍𝑞 (𝐹 )𝜔 (𝐹 )

(3.13)

This scheme is given by the following equations,

𝑑𝒒

𝑑𝑡
= 𝑀−1𝒑 (3.14)

𝑑𝒑

𝑑𝑡
= −∇𝑈 + 𝐹 (𝑄)∇𝑄 − 𝛾𝒑 +

√︁

2𝛾𝛽−1𝑀1/2𝜼 (3.15)

where 𝜼 is a white-noise with corelation ⟨𝜂𝑖 (𝑡)𝜂 𝑗 (𝑠)⟩ = 𝛿𝑖, 𝑗𝛿 (𝑡 − 𝑠), 𝛾 is the friction coefficient,
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and the dynamical variable 𝐹 from the extended LD scheme has been replaced by the average

𝐹 (𝑄) given by,

𝐹 (𝑄) =

∫ 𝐹max

𝐹min

𝑑𝐹 𝐹𝜌 (𝐹 |𝒒)

≡

∫ 𝐹max

𝐹min
𝑑𝐹 𝑒−𝛽𝑈 (𝒒)+𝛽𝐹𝑄 (𝒒)𝜔 (𝐹 )𝐹

∫ 𝐹max

𝐹min
𝑑𝐹 𝑒−𝛽𝑈 (𝒒)+𝛽𝐹𝑄 (𝒒)𝜔 (𝐹 )

=

∫ 𝐹max

𝐹min
𝑑𝐹 𝑒𝛽𝐹𝑄 (𝒒)𝜔 (𝐹 )𝐹

∫ 𝐹max

𝐹min
𝑑𝐹 𝑒𝛽𝐹𝑄 (𝒒)𝜔 (𝐹 )

.

(3.16)

At any point in the simulation we can compute 𝐹 (𝑄) as an additional force to apply to our system

and perform the LD scheme in Eq. 3.14 and 3.15. Note that we are free to choose the function

𝜔 (𝐹 ), but its form will effect the efficacy of the sampling and statistical errors. Later, in Sec. 3.2.5,

we describe a scheme to learn an efficient𝜔 (𝐹 ) on the fly. From these simulations, it is possible to

recover the average of any observable 𝐴 as if we had performed the simulation with a particular

fixed applied force and taken the average over that fixed-force ensemble density:

𝜌𝐹 (𝒒) = 𝑍
−1
𝑞 (𝐹 )𝑒−𝛽𝑈 (𝒒)+𝛽𝐹𝑄 (𝒒) . (3.17)

We can see this by manipulating the equation for ⟨𝐴⟩𝐹 in the following way, to introduce an

average over 𝜌 (𝒒) rather than over 𝜌𝐹 (𝒒):

⟨𝐴⟩𝐹 =

∫

𝑑𝒒𝐴(𝒒)𝜌𝐹 (𝒒)

≡

∫

𝑑𝒒𝐴(𝒒)𝜌 (𝒒)𝑊𝐹 (𝒒)

= lim
𝑇→∞

1

𝑇

∫ 𝑇

0

𝑑𝑡 𝐴(𝒒(𝑡))𝑊𝐹 (𝒒(𝑡))

(3.18)

where in Eq. 3.18 we have used the property of ergodicity to transform an ensemble average to a
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time average over the simulation, and𝑊𝐹 (𝒒) = 𝜌𝐹 (𝒒)/𝜌 (𝒒) is the observable weight that we will

use to recover the correct average of observable 𝐴 from our simulation.𝑊𝐹 (𝒒) can be expressed

in terms of 𝜔 (𝐹 ) and the as yet unknown partition functions 𝑍𝑞 (𝐹 ):

𝑊𝐹 (𝒒) =

[

𝜌𝐹 (𝒒)

𝜌 (𝒒)

]

(3.19)

=

𝑍−1
𝑞 (𝐹 )𝑒−𝛽𝑈 (𝒒)+𝛽𝐹𝑄 [

∫

𝑑𝐹 ′𝑍𝑞 (𝐹
′)𝜔 (𝐹 ′)]

∫

𝑑𝐹 ′𝜔 (𝐹 ′)𝑒−𝛽𝑈 (𝒒)+𝛽𝐹 ′𝑄 (𝒒)
(3.20)

=

𝑍−1
𝑞 (𝐹 )

∫

𝑑𝐹 ′𝑍𝑞 (𝐹
′)𝜔 (𝐹 ′)

∫

𝑑𝐹 ′𝜔 (𝐹 ′)𝑒𝛽 (𝐹
′−𝐹 )𝑄 (𝒒)

. (3.21)

Here, we have suppressed the integration range in force (𝐹min to 𝐹max) for compactness.

Given a set of weights 𝜔 (𝐹 ), we can find an expression for 𝑍𝑞 (𝐹 ) up to a constant factor:

𝑍𝑞 (𝐹 ) =

∫

𝑑𝒒 𝑒−𝛽𝑈 (𝒒)+𝛽𝐹𝑄

=

∫

𝑑𝒒 𝑒−𝛽𝑈 (𝒒)+𝛽𝐹𝑄 𝜌 (𝒒)

𝜌 (𝒒)

=

∫

𝑑𝒒 𝜌 (𝒒)
𝐶𝑒𝛽𝐹𝑄 (𝒒)

∫

𝑑𝐹 ′𝜔 (𝐹 ′)𝑒𝛽𝐹
′𝑄 (𝒒)

(3.22)

= lim
𝑇→∞

1

𝑇

∫ 𝑇

0

𝑑𝑡
𝐶𝑒𝛽𝐹𝑄 (𝒒(𝑡))

∫

𝑑𝐹 ′𝜔 (𝐹 ′)𝑒𝛽𝐹
′𝑄 (𝒒(𝑡))

, (3.23)

where𝐶 =

∫ 𝐹max

𝐹min
𝑑𝐹 𝑍𝑞 (𝐹 )𝜔 (𝐹 ), and Eq. 3.23 again follows from ergodicityÐsince only ratios like

𝑍𝑞 (𝐹 )/𝑍𝑞 (𝐹
′) will matter for our purposes, it is not necessary to estimate 𝐶 is irrelevant.

Being able to estimate 𝑍𝑞 (𝐹 ) from a simulation trajectory gives us a scheme for choosing the

𝜔 (𝐹 ). If we want to be able to compute the average ⟨𝐴⟩𝐹 for any 𝐹 in our desired force range,

then we can assert that an efficient sampling scheme will have all forces sampled with equal

probability. This happens when𝜔 (𝐹 ) ∝ 𝑍−1
𝑞 (𝐹 ), in which case the PDF of 𝐹 , found by integrating
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out position from Eq. 3.4, is given by

𝑃 (𝐹 ) =
𝑍𝑞 (𝐹 )𝜔 (𝐹 )

∫

𝑑𝐹 𝑍𝑞 (𝐹 )𝜔 (𝐹 )
=

1

𝐹max − 𝐹min
, (3.24)

for 𝐹 ∈ [𝐹min, 𝐹max] and 𝑃 (𝐹 ) = 0 otherwise. We can construct an adaptive scheme to simultane-

ously learn the weights and estimate the partition functions as in Ref. [171], the details of which

are given below.

3.2.4 Effective Potential

In the limit where this uniform sampling is achieved, then configurations of 𝒒 will occur with

probability 𝑃 (𝒒) ∝ 𝜌 (𝒒). From this probability density function, we can define an effective po-

tential energy that the system samples up to an additive constant as 𝑈eff (𝒒) = −𝑘𝐵𝑇 log(𝑃 (𝒒)),

or

𝑒−𝛽𝑈eff (𝒒) ≡

∫ 𝐹max

𝐹min

𝑑𝐹 ′𝜔 (𝐹 ′)𝑒−𝛽𝑈 (𝒒)+𝛽𝐹 ′𝑄 (𝒒) . (3.25)

This expression is valid for any choice of 𝜔 (𝐹 ), including the case 𝜔 (𝐹 ) = 𝑍−1
𝑞 (𝐹 ), for which the

integrand becomes 𝜌𝐹 (𝒒); it can be evaluated using numerical integration for any test potential,

and hence we can use it as a reference to predict the expected behavior of our sampling method

for those cases.

3.2.5 Algorithm for learning weights

Above, we discuss that in order to sample all forces with equal probability, the form of the

weights are such that 𝜔 (𝐹 ) ∝ 𝑍−1
𝑞 (𝐹 ). Here, we sketch the algorithm and implementation details

used to learn the weights on-the-fly during sampling, following the same scheme as Ref. [171] as

implemented in the MIST package [180].

A good numerical scheme for adapting the weights and performing integrals of the form
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Eq. 3.16 and 3.23 is to learn the weights at a fixed set of 𝑀 łnodež points (𝑓𝑖 ) placed at the roots

of a Legendre polynomial between 𝐹min and 𝐹max, and perform the integrals by Gauss-Legendre

quadrature; for this we use the implementation of John Burkardt.1 Here, each 𝑓𝑖 has a correspond-

ing weight 𝐵𝑖 such that for a function 𝑔,
∑𝑀
𝑖=1 𝑔(𝑓𝑖)𝐵𝑖 ≈

∫ 𝐹max

𝐹min
𝑔(𝐹 )𝑑𝐹 .

Having chosen an initial distribution of weights, we can begin computing a running average

of 𝑍𝑞 (𝑓𝑖) (discretizing Eq. 3.23) up to sample number 𝑛,

𝑧𝑖,𝑛 =
1

𝑛

𝑒𝛽 𝑓𝑖𝑄 (𝒒𝑛)

∑𝑀
𝑗=1 𝐵 𝑗𝜔 𝑗,𝑛𝑒

𝛽 𝑓𝑖𝑄 (𝒒𝑛)
+ 𝑧𝑖,𝑛−1

𝑛 − 1

𝑛
. (3.26)

We then update the weights at the discrete forces 𝜔𝑖 by a scheme such that 𝜔𝑖 converges towards

𝜔𝑖 ∝ 𝑧
−1
𝑖 ,

𝜔𝑖,♦ = 𝜔𝑖,𝑛 (1 − ℎ) +
ℎ

𝑧𝑖,𝑛
, (3.27)

and then re-normalize the weights,

𝜔𝑖,𝑛+1 =
𝜔𝑖,♦

∑𝑀
𝑗=1 𝐵 𝑗𝜔 𝑗,♦

. (3.28)

Here, ℎ = 𝑑𝑡/𝜏 , where 𝜏 is a timescale parameter that controls how quickly the weights are

adjusted.

We then compute the current average force (Eq. 3.16) using the discretized weights by:

𝐹 (𝑄) =

∑𝑀
𝑗=1 𝐵 𝑗 𝑓 𝑗𝜔 𝑗𝑒

𝛽 𝑓𝑗𝑄 (𝒒)

∑𝑀
𝑗=1 𝐵 𝑗𝜔 𝑗𝑒

𝛽 𝑓𝑗𝑄 (𝒒)
, (3.29)

and the observable weights (Eq. 3.21) as

𝑊𝑓𝑖 (𝒒) =
𝑓𝑀 − 𝑓1

𝑧𝑖
∑𝑀
𝑗=1 𝐵 𝑗𝜔 𝑗𝑒

𝛽 (𝑓𝑗−𝑓𝑖 )𝑄 (𝒒)
. (3.30)

1https://people.sc.fsu.edu/~jburkardt/c_src/legendre_rule_fast/legendre_rule_fast.html
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Here we follow Ref. [171] and replace the numerator with its steady state value (a good approxi-

mation because Eq. 3.27 converges quickly).

3.3 Results

In this study, we demonstrate the utility of FISST as a computationally efficient method to simu-

late force dependent dynamics for a range of systems. In addition, we show that FISST samples

an averaged potential energy surface from the entire range of forces, and discuss how this feature

allows FISST to be used as an enhanced sampling method. We present results for three different

systems of varying complexity: a 2D, V-shaped analytical potential for proof-of-concept, a chain

of 12 beads, where interbead interactions are chosen such that the global minimum configura-

tion is degenerate between a left and right handed helix, and deca-alanine in explicit water, the

last showing that FISST can immediately be applied to atomistic biological systems. Together,

these systems will be used to illustrate what sampling data is accessible with FISST, quantify the

accuracy of FISST results, and analyze the performance of FISST relative to alternative methods.

Further simulation details for each model system are given in Sec. 3.5.

3.3.1 Analytical Potential

We first consider the situation of a particle undergoing LD on an analytical potential. Using an

analytical potential allows us to easily calculate the exact, bias-dependent potential to compare

with sampled data and determine the accuracy of FISST for each applied force. In addition, we

can numerically calculate the effective potential (via Eq. 3.25) that is sampled for a given FISST

force range. The potential we have crafted is a V-shaped analytical potential, parameterized such

that there is a single minimum when a positive force is applied in the pulling coordinate 𝑄 = 𝑦

direction, and two minima separated by a barrier when a negative force is applied (Eq. 3.31).
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in the negative 𝑦 direction (Fig. 3.1a and 3.1b). This expected deviation arises because FISST sam-

ples an effective potential defined by Eq. 3.25, which is an average over the whole force range.

Qualitatively, the elongation emerges because applying a force essentially tilts the potential en-

ergy surface in the direction of the pulling coordinate [170]. In the case of the potential shown in

Fig. 3.1, the effective potential has a contribution from each force that tilts the potential in both

the 𝑦 and −𝑦 directions. Using the observable weights defined in Eq. 3.21, we can reweight the

FISST probability distribution to forces, F = -15, -7.5, 0, 7.5, and 15 pN, and show the predicted free

energy surface, given by 𝐴(𝑥,𝑦) = −𝑘𝐵𝑇 log 𝑃𝐹 (𝑥,𝑦), at each force in Fig. 3.1d (the Supplemental

Movie shows how the density distribution changes with force). The effect of tilting in both di-

rections is evident from each reweighted density, where large negative forces sample more in −𝑦

and large positive forces sample more in +𝑦.

This potential was chosen such that a strong force in the −𝑦 direction would have two de-

generate minima, and at the largest negative force considered, 𝐹 = −15, FISST samples each of

these minima approximately equally. However in trajectories with a single applied force, a force

of 𝐹 = −15 leads to only one of these wells being sampled (Fig. 3.1c). The large force in the −𝑦

direction deepens each of these two minima and the particle is unable to escape the first mini-

mum that it samples. This clearly shows a significant advantage of FISST, where sampling over

an effective potential flattens force-specific energy barriers across the potential energy surface

(including and perhaps especially those in directions orthogonal to the pulling coordinate) with-

out limiting the ability to reweight the trajectory to a specific force, thereby improving sampling

at each force.

While it is clear for this example that reweighting a FISST trajectory to different forces qual-

itatively reproduces the expected potential energy surface from individual simulations under a

constant force, in Fig. 3.5 we also quantify the error of each reweighted density by calculating

the Jensen-Shannon distances [181] between the reweighted probability distribution at each force,

𝑃𝐹 (𝑥,𝑦), against the exact Boltzmann distribution (𝜌𝐹 (𝑥,𝑦) ∝ exp(−𝛽𝑈 (𝑥,𝑦) + 𝛽𝐹𝑦)). We then
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distance 𝜎LJ = 1.5𝜎 a strength of 𝜖 = 7.5 𝑘𝐵𝑇 between the ith and i+4th beads, and a purely-

repulsive WCA potential [183] with 𝜖 = 3𝑘𝐵𝑇 between all other bead pairs.
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This setup leads to a model with two degenerate ground state conformations of a left or

right handed helix (Fig. 3.2a), analogous to the analytical potential discussed above. In these

simulations, we apply a pulling force to the terminal atoms of the helix and plot the 2D probability

density of end-to-end distances (𝑑end−end) and helicity for the system (in this case, 𝑄 = 𝑑end−end).

The helicity is determined from the minimum RMSD of the frame against a left and right handed

helix, where positive (negative) is a right (left) handed configuration, and 0 represents extended

structures with RMSDs greater than 0.85𝜎 for both references. Further details can be found in

Sec. 3.5.

The sampling of the helix with no applied force shows the same behavior that was seen in

the Fig. 3.1c for the analytical potential, where sampling of only one folded minimum is observed

(Fig. 3.2b, top left). This behavior is expected because the interaction energy between beads is

chosen to be high relative to the temperature, causing the system to get stuck in the initial right-

handed configuration and at no point over the course of the trajectory does the helix unravel

enough to switch handedness. As seen in the upper panel at 𝐹 = 4.5𝑘𝐵𝑇 /𝜎 of Fig. 3.2b, a pulling

force that is applied to elongate the helix can aid the system in transitioning between the two

differently handed helices.

We now apply FISST to the system, specifying a force range of 𝐹min = −2 𝑘𝐵𝑇 /𝜎 to 𝐹max =

8 𝑘𝐵𝑇 /𝜎 . The effective potential from FISST provides an alternative free-energy surface that

can enhance proper sampling of the unbiased PES of this helical system; high pulling forces

are present to pull the helix out of its initial right handed configuration and negative restoring

forces permit the helix to refold in either conformation with equal probability. Using FISST we

observe a relatively balanced population of left and right handed helices when reconstructing the

PES of the system from zero force up through intermediate forces (Fig. 3.2b bottom), matching

what is expected from these degenerate configurations. Because FISST samples a wide range

of configurations and is then reweighted to a particular force, we observe the appearance of

an additional high free energy extended state at 𝐹 = 3𝑘𝐵𝑇 /𝜎 , which is then stabilized at 𝐹 =
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4.5𝑘𝐵𝑇 /𝜎 , in contrast to the single force simulation, which is still stuck in compact structures.

At high forces, both standard MD and reweighted FISST data agree on the expected result of

only a single extended state. Importantly, we note that this helix example illustrates a hallmark

of enhanced sampling methods, where sampling along a biased coordinate (end-end distance)

enhances sampling along a collective variable that was not directly biased (helicity), one which

contains a very high effective barrier between relevant states.

3.3.3 Alanine-10

Up to this point we have considered toy models that illustrate how FISST can be used to both

simultaneously sample dynamics at a range of forces through reweighting the trajectory as well

as be used as an enhanced sampling method to ‘unstick’ the system from certain low energy con-

formations. The final system we consider is the deca-alanine peptide explicitly solvated in water,

which provides a complex, biologically relevant test system for FISST. Here we wish to under-

stand how the conformational landscape of a peptide in solution is affected by a pulling force

applied between its two ends (as defined by the terminal 𝛼-carbons, with the pulling coordinate

𝑄 = 𝑑end−end).

To establish benchmark sampling data for alanine-10, we perform temperature replica ex-

change simulations at forces of -10, -5, 0, 5, and 10 pN, using 40 replicas between 300K and 400K

(see Sec. 3.5). The probability density of end-to-end distances for each method at -5, 0, and 5

pN are shown in Fig. 3.3a (additional data is shown in Fig. 3.6), where all simulations were run

for 160 ns. In Fig. 3.3a, a separate single force simulation was performed for each force and the

FISST data acquired by reweighting with the observable weights determined on-the-fly during a

simulation with force range [-10:10] pN. It is clear that there is a qualitative agreement between

the replica exchange benchmarks and both the single force and FISST simulations.

In order to determine the error in the end-to-end distance distribution quantitatively for each

method, we employ the Eigenvector method for Umbrella Sampling (EMUS) to interpolate the
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average over 5 replicates, error bars are ± one standard deviation of the replicates).

In both FISST and single force simulations, the large standard deviations at negative forces

reflect the fact that compressive forces (𝐹 < 0) are harder to sample accurately. This is due to

a larger variety of transient conformations that can be formed when the peptide is being com-

pressed, for example bending the chain in ways that cause uncommon geometries. However,

similar to the results from the V-shaped analytical potential, the average error in single force cal-

culations is relatively constant across the forces considered. The error in the reweighted FISST

calculations decreases from about 0.08 to 0.03, and crosses the average error from running indi-

vidual single force simulations (Fig. 3.3b). Each single force calculation had the same duration as

each FISST simulation, hence the same computational time for single force would only directly

give one data point in this range, whereas we get all points simultaneously with FISST. It is also

possible to reweight single-force sampling to other forces; in Fig. 3.7 we show that FISST is still

more accurate at equal cost, and that using single-force simulations, at least 3 different forces are

probably required to equal or surpass the accuracy of FISST across the full force range.

Lastly, we wish to illustrate that the observable weights from FISST can allow one to recon-

struct the probability densities of other observables, not just the one that was biased. In Fig. 3.4,

we show the effect of pulling on the end-to-end distance on the dihedral angle densities of the

alanine-10 peptide. Small alanine peptides are known to prefer the polyproline II (PPII) helix, a

left handed helix that is present in many folded, unfolded, and amorphous biomolecules [186].

Fig. 3.4 shows the Ramachandran plots of alanine-10 at 0, 33, 67, and 100 pN calculated using

FISST with a force range of [0:100] pN, where the lowest energy configuration is referenced to

zero. Analogous Ramachandran plots calculated with single force and replica exchange simu-

lations are shown in Fig. 3.8 and 3.9, and qualitatively agree with the FISST data. The global

minimum conformation under each applied force is the polyproline II (PPII) region at (-75, 150)

degrees, consistent with the literature of short alanine peptides [187]. Additionally, there is a

local minimum in the 𝛼-helical region of the plot at (-50,0), consistent with previous work on
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alanine peptides, where the 𝛼-helix is known to be a stable conformation [188]. For all methods

used, we observe that as force is increased, the helical basin decreases in population relative to

the less compact PPII structure, as shown by previous theoretical and computational work [59,

189].

3.4 Discussion and conclusions

In this work, we present the FISST method for performing simulated tempering in force in the

infinite switch limit. In FISST, observable weights are computed during the simulation which can

be used to compute averages of any structural quantity at any force within the simulated force

range. We benchmark this newmethod on a variety of model systems with varying complexity to

evaluate the performance of FISST, including a simple analytical potential, a toy helix, and deca-

alanine in water. For each system we showed that a FISST simulation was able to quantitatively

reproduce the quality of sampling at each force across the force range at lower total computational

cost, and in some cases accelerated sampling over barriers that could not be crossed in a standard

MD simulation. This efficiency makes FISST a promising method for studying the response of

larger and more complex biomolecular systems to small applied forces.

A key to successfully using FISST is to choose a force range that is relevant to the problem

being studied. Through testing FISST, we have found that the quality of sampling can depend

on the choice of force range, however simple intuition about the system is usually sufficient to

overcome these difficulties. For example, we have observed that enhanced sampling at 𝐹 = 0

can be aided using force ranges that extend into the negative (compression) region to include

restoring forces. FISST causes the molecule to always feel some effect from every force in the

force range. This can lead to some problems with very high force, especially before the weights

have converged at the beginning of the simulation, where the large forces can contribute more

that expected. However, after only a few nanoseconds, the weights converge and remain stable
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for the remainder of the simulation (Fig. 3.10). While running long enough simulations will elim-

inate this effect, another simple option for studying very wide force ranges is to run multiple

FISST simulations using smaller force ranges that span the target force difference. The current

implementation also includes the ability to select different initial weight distributions, such that

large forces have small weights at the beginning, however that was not necessary for any of the

examples in this current work.

As currently implemented and described above, FISST can only be applied to a single collective

variable. The formulation herein can trivially be extended to higher dimensions, however as

with many similar histogram methods, the need to learn the weights over a discrete set of points

means that it is not likely to perform well for more than two dimensions. Rather than going to

higher dimensions in FISST, we believe the most promising strategy is to apply FISST to study

mechanical forces along a CV of interest, and combine that simulation with other methods that

will accelerate the sampling of conformations along other degrees of freedom. With the weights

fixed, FISST is a fully equilibrium sampling method, hence any other equilibriummethod (such as

various forms of tempering, umbrella sampling, metadynamics, variationally enhanced sampling,

etc. [52, 67, 173, 174, 190ś192]) can be used on top of the learned FISST potential. We are currently

exploring which of these other enhanced sampling methods can be rigorously combined during

the FISST simulation to accelerate the convergence of the sampling during the time when the

weights are being learned. Our expectation is that FISST alone may suffice for studying the

properties of disordered peptides under biologically relevant forces (e.g. Ref. [13]), as well as the

small deformations of compact protein domains, cases where we don’t expect other large changes

to occur (such as an allosterically coupled folding/unfolding of a distal loop). For other cases, we

believe that combination of FISST with an orthogonal method for enhancing sampling will be

more effective than either alone.

Lastly, we note that, althoughwe have targeted the problem of understanding the effect of me-

chanical forces along a collective variable, FISST could be used to accelerate the sampling across
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any range of linear coupling terms in a Hamiltonian. Because FISST is implemented in PLUMED,

it can be immediately applied to any CV to enhance sampling over a range of couplings for that

CV, whether or not it corresponds to a physical force. As one example, FISST could be applied

along with the DIPOLE CV to enhance sampling over a range of electric fields. Additionally,

recent studies have shown that experimental information can be directly incorporated into MD

simulations with minimal bias using extra linear coupling terms in the Hamiltonian [193ś197].

It will be interesting to explore whether this method, which flattens the probability of seeing a

given coupling term, can be connected to understanding the optimal terms determined by those

relative-entropy based methods.

3.5 Simulation details

3.5.1 Code and Data Availability

All code for the method is now available as a module in the PLUMED open source sampling

library [172]. The version used for this work is available in the FISST-dev branch in our group’s

github repository. Input files and scripts for repeating the types of calculations in this work will

be deposited in the PLUMED-NEST [143]. The data that support the findings of this study are

also available from the corresponding author upon request.

Analysis was performed using numpy [198], scipy [182] and mdtraj [144]. Figures were made

using Matplotlib [199], with some tools from seaborn.

3.5.2 Langevin dynamics on test potentials

The Langevin dynamics on the analytical V-shaped potential defined in Eq. 3.31 were performed

using the pesmd module implementation in PLUMED. The simulation was initialized at position

(0.0, 0.0), with a temperature of 1.0 𝑘𝐵𝑇 , a timestep of 0.05, and friction of 1 was used. A total
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of 5,000,000 steps were collected, where every 20th frame of the simulation was used for the

analysis. The FISST simulations were run with a force range of [-15:15], 21 quadrature points

were used to discretize the force range, a uniform initial weight distribution was used, and the

weights were updated every 200 steps.

3.5.3 Beaded helix simulations

Beaded helix simulations were run in LAMMPS 2 Simulations were performed with a timestep of

0.005 at constant temperature of 𝑇 = 1.0 (with 𝑘𝐵 = 1.0 such that 𝑘𝐵𝑇 = 1.0) using fix_nvt with

a damping time of 0.5. Lennard-Jones interactions between 𝑖 and 𝑖 + 4 beads had 𝜖LJ = 7.5𝑘𝐵𝑇

and 𝜎LJ = 1.5𝜎 , and were cut off at a distance of 2.0𝜎𝐿𝐽 . WCA interactions between all other pairs

of beads were formed using a shifted Lennard-Jones interaction with 𝜖WCA = 3.0𝑘𝐵𝑇 a cutoff at

length 21/6𝜎LJ. Bond lengths were maintained using a harmonic spring constant of 𝑘 = 100𝑘𝐵𝑇 /𝜎 .

Initial structures for left and right handed helices were formed by starting multiple initial seeds

from a straight line structure, with helical structures forming in very short MD simulations. A

right-handed starting structure was used for the subsequent simulations in this work. Single force

and FISST simulations were then run for 𝑡 = 107 steps. FISST was applied with a force range of

[-2:8] 𝑘𝐵𝑇 /𝜎 , using 31 quadrature points for force interpolation and a weight update period of

200 steps.

3.5.4 Atomistic molecular dynamics on peptides

All atomistic molecular dynamics simulations were done using GROMACS version 2018.3 [200,

201]. Alanine-10 was set up in explicit TIP3P water and parameterized using the CHARMM36

all atom forcefield [202]. A cubic box with edge length 57.0 Åwas used and periodic boundary

conditions were used in all three directions. The initial structure was minimized using the steep-

est descent algorithm for a maximum of 50000 steps. The cutoff for short range interactions was

2https://lammps.sandia.gov/
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chosen to be 1.0 Å. Longer range coloumbic interactions were coupled using the Particle Mesh

Ewald method and constraints for hydrogen bonds were computed using the LINCS algorithm

[203]. Minimization was first followed by a NVT equilibration using the Berendsen thermostat

[204], then a NPT equilibration where pressure was maintained at 1.0 atm using a Parinello-

Rahman Barostat [205] and Bussi-Parinello thermostat [206]. The timestep used in all cases was

2 fs.

Constant pressure FISST simulations of deca-alanine with force ranges of [-10:10] pN and

[0:100] pN were run to collect the data in Fig. 3.3 and 3.4 respectively, with force being applied

between the terminal 𝛼-carbons. In each case, 31 quadrature points were used, the weights were

initiated with a uniform distribution, and a period of 200 steps was used to update the weights.

The effect of changing this learning rate is assessed in Fig. 3.11.

For comparison, MD simulations applying a single constant force were performed. The con-

stant force on the peptide was implemented using PLUMED’s RESTRAINT function, where force

was applied on the terminal 𝛼-carbons.

The total simulation time for production data at a single-force or using FISST was 160 ns. For

both single force and FISST simulations, we performed 5 replicates, in order to compute average

and standard deviations of error from a reference simulation.

In order to compute reference end-end distance histograms, we performed temperature replica

exchange simulations at a set of reference forces. Each force dependent replica exchange simu-

lation was performed in NPT, with 40 different temperatures spanning 300 and 400 K. Exchanges

were attempted between alternating adjacent pairs of temperatures every 5 ps. Replica exchange

simulations at each force were performed for at least 60 ns.
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constant across the force range studied, decreasing slightly at larger positive forces. In order to

evaluate how efficient FISST is over traditional approaches, we ran single force simulations at

a fraction of the length of FISST and plotted the error as the trajectory is shortened (Fig. 3.5a).

Because we are considering 20 different forces, the 1
20
th dataset (orange points) contains the same

total work as the FISST trajectory (black points). In addition to getting the large negative force

regime qualitatively correct, this data shows that FISST is much more efficient than standard

methods while not compromising the accuracy of the simulation.

Fig. 3.5b plots the average error for a constant amount of work for both FISST and single force

simulations averaged over 5 simulations. Here, the quality of the simulations are constant over

multiple independent simulations. In the single force case, larger deviations between trials show

up at negative forces (< −10), which is the point at which these simulations begin to fail due to

getting stuck in one of the arms of the potential. In none of the 5 independent trials at 𝐹 = −14,−15

did a single force simulation sample both minima.

3.6.2 Alanine-10

In total, we performed replica exchange simulations at forces of {-10,-7.5, -5, -2.5, 0, 2.5, 5, 7.5,10}

pN to get a set of benchmark simulations to compare to FISST and single force simulations run

over the same force range. Fig. 3.6 shows a comparison between FISST and a single force sim-

ulation for five of these forces (data from only one of the replicates). At each force to which

the FISST data is reweighted, we clearly match the end-to-end distance probability density from

the replica exchange benchmark simulations. Each of the single force simulations are run for the

same amount of time as the single FISST run, however a separate simulation was used to calculate

the probability density at each force.
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so apparently 10 pN is still close to the linear-response regime. The error from this approach is

32% higher than from FISST using the same amount of MD data. Error for larger amounts of work

is computed by combining data from multiple single-force simulations using FISST. In particular,

error with twice as much computational effort shown combines data from single force runs at

{-10,10} pN, at 3x from {-10,0,10} pN, at 4x from {-10,-5,5,10} pN, and at 5x from {-10,-5,0,5,10} pN.

For alanine-10 in this force range, at least 3 different forces using equivalent amounts of MDwork

per simulation are required to reach the same level of accuracy as one FISST simulation. Adding

additional forces does not substantially improve the results, in comparison to the three-force case.

In Fig. 3.10 we plot the distribution of the weights as they are being learned during a 160 ns

deca-alanine simulation. The initial weight distribution is chosen to be uniform and it quickly

changes to an approximately exponential distribution at short times. During the first 10 ns of the

simulation, both the amplitude and decay rate of the distribution change relatively quickly. After

this initial learning stage, the weight distribution does not significantly change for the remainder

of the simulation.

In Fig. 3.11 we plot the force dependent error in FISST simulations calculated with 5 different

learning rates. The chosen learning rate does not significantly impact sampling over the range

of learning rates considered.
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Chapter 4

Improved prediction of molecular

response to pulling by combining force

tempering with replica exchange

methods

This chapter is adapted from Ref. [207]
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Abstract

Small mechanical forces play important functional roles in many crucial cellular processes, in-

cluding in the dynamical behavior of the cytoskeleton and in the regulation of osmotic pressure

through membrane-bound proteins. Molecular simulations offer the promise of being able to

design the behavior of proteins that sense and respond to these forces. However, it is difficult

to predict and identify the effect of the relevant piconewton (pN) scale forces due to their small

magnitude. Previously, we introduced the Infinite Switch Simulated Tempering in Force (FISST)

method which allows one to estimate the effect of a range of applied forces from a single molec-

ular dynamics simulation, and also demonstrated that FISST additionally accelerates sampling of

a molecule’s conformational landscape. For some problems, we find that this acceleration is not

sufficient to capture all relevant conformational fluctuations, and hence here we demonstrate that

FISST can be combined with either temperature replica exchange or solute tempering approaches

to produce a hybrid method that enables more robust prediction of the effect of small forces on

molecular systems.
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4.1 Introduction

Biological systems must have mechanisms for being able to sense and respond to mechanical

forces from their environment and those that are generated internally through the action of

molecular machines [4, 6, 208, 209]. Cells can employ proteins to sense and respond to these

forces using a wide range of molecular mechanisms which we previously reviewed [4]. Perhaps

the simplest such mechanism is the use of a single disordered peptide domain at the locus of

a mechanical process, whose change from a collapsed to an extended conformation with single

piconewtons of force could be sufficient to change the behavior of a larger protein machine. This

kind of behavior has been identified in polymerization factors called formins through a combi-

nation of in vitro and in vivo biochemistry with simple modeling [13, 210ś213], but a precise

molecular mechanism for such behavior which explains the differences between homologous

proteins in different species has not yet been shown [212, 213].

While these formin disordered domains are very large and the effect of force on their activity

is complex, the effect of a pulling force on simple peptides has been exploited for the development

of molecular sensors termed tension sensor modules (TSMs) [14, 15, 41]. These TSMs consist of

a short protein or peptide with donor and acceptor dye molecules that can undergo fluorescence

resonance energy transfer (FRET) on the termini [14, 15]. Because FRET energy transfer is highly

sensitive to distance, the FRET signal can be used to infer the distance between the ends of the

molecule; this distance can be converted into a force through calibration experiments performed

with molecular tweezers, if a specially selected molecule is chosen which does not exhibit hys-

teresis [15]. Genetically encoded TSMs can then be used to measure the forces felt by certain

proteins in living cells, such as those within focal adhesion complexes, which serve as the con-

nection between the internal cytoskeleton and the exterior environment of a cell [42, 214]. These

measurements were used to confirm the relevance of 1-20 pN forces in focal adhesion behavior

[46]. Through experimentation, different peptides or small proteins have been found that exhibit
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peak force sensitivity over different ranges [15, 41, 215]. Our ultimate goal is to advance molecu-

lar simulation approaches such that we can predict in silico the sensitivity of a disordered peptide

sequence or small folded protein to pN scale forces.

Molecular Dynamics simulations (MD) can reveal highly detailed molecular-level information

about a wide range of biomolecular systems [49, 112]. To explore a biomolecule’s conformational

landscape using a reasonable amount of computational expense, it is often necessary to employ

enhanced sampling techniques that bias the system’s behavior in such a way that it can more

readily cross barriers in its free energy landscape [2, 216]. As such, a wide range of techniques

have been developed, most of which can be categorized by either heating part or all of the system,

or adding a bias potential along some or many coordinates termed collective variables (CVs)

[217]. MD simulations combined with enhanced sampling techniques can be used to explore the

behavior of a system experiencing a constant or time varying mechanical force [4, 218]. In much

of our work, we have focused on the constant force paradigm, in which case a force applied along a

CV such as the end-end distance (𝑑end) of a protein produces a simple modification to the system’s

Hamiltonian,

𝐻 (q, 𝐹 ) = 𝐻 (q) − 𝐹𝑄 (q), (4.1)

where𝑄 (q) is a CV that depends on q, the configurational degrees of freedom of the system. The

negative sign convention is taken such that a positive 𝐹 corresponds to a pulling force, i.e. which

promotes an increase in 𝑄 .

Motivated by the problem of computing the force-extension behavior of peptides such as dis-

ordered formin domains or peptide tension sensors, we previously developed the method Infinite

Switch Simulated Tempering in Force (FISST) [60]. There, we demonstrated that it is possible

to sample the effect of a range of forces on a system using a single simulation which includes

a combination of (a) a special CV-dependent force, and (b) an observable weight function that

allows one to reweight samples to any intermediate force, as described in the next section. We
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also demonstrated that FISST can promote transitions between otherwise kinetically inaccessible

states of a system due to the action of the additional bias potential. This methodwas implemented

and released as a module in the PLUMED open source sampling library [143, 172], and we also

described its use in a PLUMED masterclass.1

However, in some cases, we find that when applying FISST to peptides or proteins for which

small forces should result in a population of extended states, the system remains trapped near its

initial configuration. We therefore wish to combine the efficiency of FISST for sampling many

simultaneous forces with a method that is more effective at exploring conformational states of

the molecule.

Here, we demonstrate that the performance of FISST can be improved by coupling it with

Replica Exchange (RE) approaches [2, 216, 219] using three benchmark systems of increasing

difficulty (Fig. 4.1). After giving a theoretical overview of FISST and how it is naturally coupled

with RE, we demonstrate that FISST combined with temperature replica exchange accelerates

sampling for our previous test case of an alanine decamer [60]. We then give the example of the

achiral Aib9 helical peptide, where FISST alone is not enough to destabilize the folded state, but

FISST combined with temperature or solute tempering allows robust sampling of the 𝐹 = 0 free

energy landscape, and prediction of the force extension curve for this molecule. Finally, we show

data computing the force-extension behavior for a more complicated molecule, a villin headpiece

mutant; this system is both well characterized in MD simulations and is a variant of a protein

whose force-extension behavior has been measured experimentally as a TSM [14, 15, 31, 41].

1Number 22-15, https://www.plumed.org/masterclass
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Alanine decamer

~17000 atoms

A B C

Villin (NLE/NLE) mutant

~60000 atoms
(Aib)

9
 (left) helix

~4700 atoms

Figure 4.1: Systems probed in this study, shown without solvent for clarity. (A) Solvated alanine decamer

starting in the extended state. (B) Solvated Aib9 molecule starting from the left-handed helical state. Each

residue is colored according to the residue ID number. (C) Solvated villin (NLE/NLE) mutant starting in

the folded state. Locations of residuemutations are colored in ochre. In all cases, pulling forces are applied

to the terminal C𝛼 atoms.

4.2 Theory

4.2.1 FISST overview

The aim of FISST is to compute averages of observables 𝑂 (q) when a constant force 𝐹 is applied

along a collective variable 𝑄 (q). At constant temperature, this corresponds to

⟨𝑂⟩𝐹 =

∫

𝑑q𝑂 (q)𝑒−𝛽𝑈 (q)+𝛽𝐹𝑄 (q)

𝑍𝑞 (𝐹 )
, (4.2)

where 𝛽 = 1/(𝑘B𝑇 ),𝑈 is the potential energy function for the system, and

𝑍𝑞 (𝐹 ) ≡
∫

𝑑q𝑒−𝛽𝑈 (q)+𝛽𝐹𝑄 (q) is the configurational partition function for a given 𝐹 .

In Ref. [60], we showed that averages of this type can be obtained from a single simulation

with a modified applied force 𝐹 (𝑄) that is derived from the infinitely fast switching limit which

would arise if sampling a ladder of applied forces from 𝐹min to 𝐹max.
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In this limit, the probability density that would be sampled is a weighted average over all

forces, with weights 𝜔 (𝐹 ) that say how important each force is,

𝜌 (q) =

∫ 𝐹max

𝐹min
𝑑𝐹 ′𝜔 (𝐹 ′)𝑒−𝛽𝑈 (q)+𝛽𝐹 ′𝑄 (q)

∫ 𝐹max

𝐹min
𝑑𝐹 ′𝑍𝑞 (𝐹 ′)𝜔 (𝐹 ′)

(4.3)

From this distribution, we get the potential of mean force up to an additive constant through

𝑒−𝛽𝐴(q) ≡

∫ 𝐹max

𝐹min

𝑑𝐹 ′𝜔 (𝐹 ′)𝑒−𝛽𝑈 (q)+𝛽𝐹 ′𝑄 (q) (4.4)

The FISST algorithm attempts to learn 𝜔 (𝐹 ) łon-the-flyž such that forces are sampled evenly,

which occurs when 𝜔 (𝐹 ) ∝ 1/𝑍𝑞 (𝐹 ), and this is accomplished in an iterative manner. After

doing so, the integral of their product becomes a constant 𝐶 ≡
∫ 𝐹max

𝐹min
𝑑𝐹 ′𝜔 (𝐹 ′)𝑍𝑞 (𝐹

′)

From the potential 𝐴(q) in Eq. 4.4, we can get the forces to apply in an MD simulation that

will sample from this probability density by taking the negative gradient with respect to atomic

positions,

−∇𝐴(q) = −∇𝑈 + 𝐹 (𝑄)∇𝑄, (4.5)

where

𝐹 (𝑄) =

∫ 𝐹max

𝐹min
𝑑𝐹 ′𝜔 (𝐹 ′)𝐹 ′𝑒𝛽𝐹

′𝑄 (q)

∫ 𝐹max

𝐹min
𝑑𝐹 ′𝜔 (𝐹 ′)𝑒𝛽𝐹

′𝑄 (q)
. (4.6)

The FISST module in PLUMED works by computing 𝐹 (𝑄) for any choice of CV 𝑄 , and then

modifying the forces used in any compatible MD engine by adding 𝐹 (𝑄)∇𝑄 . We note that this

need not be a simple force/distance pair, but could be a more general quantity, e.g. a tension and

an area or an electric field and a dipole moment.

After simulating with this modified potential, averages of observables at different forces can

be computed from aweighted average over𝑁𝑡 snapshots by including ‘observable weights’𝑊𝐹 (q)
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computed on the fly [60],

⟨𝑂⟩𝐹 =

1

𝑁𝑡

𝑁𝑡
∑︁

𝑖=1

𝑊𝐹 (q(𝑡))𝑂 (q(𝑡)), (4.7)

where

𝑊𝐹 (q) =
𝐶𝑒𝛽𝑈 (q)+𝛽𝐹𝑄 (q)

𝑍𝑞 (𝐹 )
∫

𝑑𝐹 ′𝜔 (𝐹 ′)𝑒𝛽 (𝐹
′−𝐹 )𝑄 (q)

(4.8)

4.2.2 Overview of replica exchange methods

In replica exchange simulations, a Markov Chain Monte Carlo procedure is carried out, with

detailed balance in exchanges ensuring that each replica maintains a particular equilibrium dis-

tribution [2, 216].

In Hamiltonian replica exchange, each replica is simulated via its own Hamiltonian𝐻𝑖 , which

could be simulated at inverse temperature 𝛽𝑖 . Within each copy of the simulation, configurations

appear with probability 𝑃𝑖 (q) ∝ exp(−𝛽𝑖𝐻𝑖 (q)) [173]. Ensuring detailed balance of exchange

between configurations q and q′ generated from Hamiltonians 𝐻𝑖 and 𝐻 𝑗 respectively using a

Metropolis criterion requires that [173, 220].

𝑃accept = min

(

1,
𝑃𝑖 (q

′)𝑃 𝑗 (q)

𝑃 𝑗 (q′)𝑃𝑖 (q)

)

(4.9)

In this case,

𝑃𝑖 (q
′)𝑃 𝑗 (q)

𝑃 𝑗 (q′)𝑃𝑖 (q)
=

𝑒−𝛽𝑖𝐻𝑖 (q
′)𝑒−𝛽 𝑗𝐻 𝑗 (q)

𝑒−𝛽𝑖𝐻𝑖 (q)𝑒−𝛽 𝑗𝐻 𝑗 (q′)
(4.10)

= 𝑒−𝛽𝑖 (𝐻𝑖 (q
′)−𝐻𝑖 (q))+𝛽 𝑗 (𝐻 𝑗 (q

′)−𝐻 𝑗 (q)) (4.11)

Below, when we combine FISST with temperature replica exchange (TRE), 𝛽𝑖 will be different

for each replica, but we will still be performing a form of Hamiltonian exchange due to the differ-

ent 𝐹𝑖 (𝑄) computed in each replica. When performing solute tempering, 𝛽𝑖 will be identical for all
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replicas, however in addition to the different bias applied, the potential energy function will also

be different between replicas in such a way as to represent effectively higher solute temperatures.

The partial tempering variants that we employ here are based on the Replica Exchange with

Solute Tempering (REST) idea [67, 221, 222]. In this work, we use REST3 [68] which scaled

interactions between solute and solvent in a way that was shown to not suppress extended con-

figurations of peptides at higher effective temperatures as could occur with earlier REST variants.

REST2 and REST3 are formulated such that for 𝑁 replicas, the target temperature of replica 𝑖 is

given by 𝑇𝑖 = 𝑇0(
𝑇max

𝑇0
)𝑖/(𝑁−1) , for 𝑖 from 0 to 𝑁 − 1 [67, 68]. The potential energy function of

each replica 𝑈𝑖 (q) scales the protein-protein and protein-water interactions by factors 𝜆
𝑝𝑝
𝑖 and

𝜆
𝑝𝑤
𝑖 respectively [67, 68]. REST3 introduces an additional scaling factor for the non-electrostatic

contributions to the protein-water interactions 𝜅𝑖 . The total potential energy in replica 𝑖 is then

given by,

𝑈𝑖 (q) = 𝜆
𝑝𝑝
𝑖 𝑈𝑝𝑝 (q) + 𝜆

𝑝𝑤
𝑖 𝑈 𝑒𝑙𝑒𝑐

𝑝𝑤 (q) (4.12)

+ 𝜅𝑖𝜆
𝑝𝑤
𝑖 𝑈 𝑛𝑜𝑛−𝑒𝑙𝑒𝑐

𝑝𝑤 (q) +𝑈𝑤𝑤 (q),

with 𝜆
𝑝𝑝
𝑖 = 𝑇0/𝑇𝑖 , 𝜆

𝑝𝑤
𝑖 =

√︁

𝑇0/𝑇𝑖 , and 𝜅𝑖 = 1 + 0.005(𝑚 − 3) (𝑚 > 3), with REST2 being recovered if

𝜅𝑖 is set to unity for all 𝑖 [67, 68].

4.3 Combining FISST with Replica Exchange

Hamiltonian RE is implemented in GROMACS through the PLUMED plugin library [143, 172,

220]. In general, PLUMED functions by computing at every step the values of one or several CVs,

and then a ‘bias’ energy and forces which is a function of the current CV or CV values. When

performing Hamiltonian exchange with GROMACS, PLUMED can use different sets of parame-

ters corresponding to each replica to compute the bias function [220]. GROMACS computes the
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forcefield energy for the original configurations and the swapped configurations. The bias and

forcefield energies are combined, and the total potential energy before and after a proposed swap

are compared, with the swap accepted or rejected using Eq. 4.11. In this way, very generic replica

exchange schemes can be implemented, such as the combination of solute tempering and FISST

implemented here.

To enable the combination of FISST with RE, we had to modify our PLUMED implementation

such that statistics gathered for computing the quantities 𝜔𝑖 (𝐹 ) and 𝑍 𝑖𝑞 (𝐹 ) which are needed

for computing the on-the-fly force 𝐹𝑖 (𝑄) are properly computed during the exchange procedure

(prior code would update statistics every time the bias is computed, which occurs three times

during the exchange procedure). This revised code is available from the github page for this

paper (see data availability statement) and will be contributed to our FISST module in the public

PLUMED library soon.

Computing these quantities using data from the parallel simulations should improve conver-

gence of the weights, however as discussed in Ref. [171] and [60] the observable weights are

correct even before these quantities are converged, and in practice the weights assigned to each

force, 𝜔 (𝐹 ), can converge quickly so this often does not have a major effect. We also perform

simulations where the weights are fixed after an initial equilibration phase.

4.4 Methods

In this section we provide an overview of the systems studied and simulation protocol. Specific

details regarding system setup and simulation parameters are provided in the Supporting Infor-

mation.
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4.4.1 System details

In this section, we describe the three systems that we will study in this paper. Further simulation

data are provided in the Supporting Information.

1. Ala10ÐThis system is the same as that used in our previous FISST study [60]. In summary,

the system consists of a cubic box of size 56.0 Å, solvated using TIP3P water [223] and

parameterized using the CHARMM36 forcefield. The total system size is 17293, including

5730 water molecules. The system is simulated at 300K.

2. Aib9ÐGROMACS [200] inputs were provided by the authors of Ref. [224]. The system

consists of a cubic box of length 35.0 Å, solvated using TIP3P water molecules [223], and

parameterized using the CHARMM36m forcefield [225]. The total size of the system was

4749 atoms including 1540 water molecules. The net charge of the system was neutral with

no additional ions added. The system is simulated at 400K.

3. Villin MutantÐInputs for this system were those generated according to the protocol

in Ref. [226]. The 35-residue Villin headpiece łHP35ž mutant (PDB ID: 2F4K [227]) was

constructed in a cubic box of length 86.80 Å, solvated using TIP3P water molecules [223],

and parameterized using Amberff99SB*-ILDN forcefield [228]. This fast folding mutant has

two lysines replaced with the non-natural amino acid norleucine [227]. The total system

size is 60392 atoms including 19928 water molecules. The system was neutralized and ions

were added to bring the system to a 40 mM salt concentration (15 Na+ ions, 16 Cl− ions).

The system is simulated at 298K and 360K. We note that these are the same simulation

parameters as described in Ref. [229] and have also provided those details in our Supporting

Information.

104



4.4.2 Production runs

4.4.2.1 Overview

Production data were collected using the GROMACS MD engine [200]. All single process MD

were run in GROMACS 2020.4, while Hamiltonian exchange simulations were run in GROMACS

2019.6 patched with PLUMED version 2.7.0 [143]. Simulations performed at constant force em-

ployed the RESTRAINT feature in PLUMED [172].

4.4.2.2 FISST details

The FISST [60] algorithm and single force calculations (applied with the RESTRAINT keyword)

were performed using PLUMED [143]. In all cases, the bias is applied along a collective variable

that is the distance between the first and last C𝛼 atoms of the peptides. The FISST force range

chosen for Ala10 was [-10pN:10pN] and for all other simulations [-10pN:20pN], discretized over

121 gridpoints to perform the integrals [60]. An initially uniform distribution for the forceweights

was used. For Aib9, weights were updated every 500 steps (1 ps) and both observable and restart

data were also saved every 500 steps. For Ala10 and HP35, the weights were updated every 1000

steps (2 ps), and the observable data and restart data were also saved for the same number of

steps.

4.4.2.3 REST3 Simulations

We implemented the REST3 [68] algorithm for all of our multiple process MD runs. For Ala10

we choose tempering parameters 𝜆 and 𝜅 parameters using the script provided by Ref. [68] to

simulate a solute temperature range of 300K to 600K over 10 replicas, and for Aib9 we chose

400K to 800K. For Villin mutant we ran two sets of 𝜆 and 𝜅 values; with one set of 8 replicas

from 298K to 450K and another set of 8 replicas from 360K to 500K. Exchanges were attempted

every 5 ps. Our REST3 inputs, scripts, and instructions to set up GROMACS topologies for REST3
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simulations can be found on the manuscript GitHub (see below).

4.4.3 Data Analysis

All trajectory files were analyzed using the PLUMED driver and mdtraj [144] in python 3.8.0

Trajectory and structure files were visualized in VMD 1.9.3 [149].

4.5 Results and Discussion

4.5.1 Simulations of polyalanine validate implementation of hybrid

sampling approach

In our previous work, we demonstrated using the alanine decamer (Ala10) that FISST could ac-

curately compute the end-end distance distribution at a range of forces from a single simulation,

as compared to a reference TRE simulation [60]. Taking this as a stand-in for the more compli-

cated peptides that we wish to probe in the future, we chose this as a benchmark to check that

combining FISST with RE does not degrade performance.

Here, we compute the end-end distance probability distribution functions for forces ranging

from −10 pN to 10 pN using a combination of FISST and RE approaches. We first combined TRE

and FISST by running 40 parallel FISST simulations at the same temperatures as our reference

TRE simulation, using 100 ns for each replica and a force range of [-10pN:10pN]. As benchmarks,

we also show previously obtained results for a 500 ns FISST calculation at 𝑇 = 300𝐾 , and TRE

calculations at individual forces computed using 40 replicas of 160 ns per window (6.4 𝜇s total

simulation time) with temperatures ranging from 300K to 400K [60]. For all analyses presented

here, we compute results using the bottom replica.
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In Fig. 4.2, we show a comparison of these methods for fixed forces of -10, -5, 0, 5, and 10

pN. We find a reasonable visual agreement from all our simulation methods relative to our pre-

vious FISST and Temperature replica exchange data at all forces, including a peak representing a

collapsed state at ∼5 Å for 0, -5, and -10 pN (Fig. 4.2A,B).

However, our initial FISST+TRE run for which we did not freeze the FISST weights shows a

slightly higher peak at ∼27 Å compared to the FISST and Temperature RE runs at the zero force

(Fig. 4.2A, red spheres). We repeated these runs with frozen weights obtained by simulating

the parallel replicas without any exchange attempts for 20 ns each, and then continuing with

FISST+TRE with those weights fixed using the FREEZE option in the FISST code. In this case,

the data with freezing (Fig. 4.2A, gray spheres) has a more accurate peak at ∼27 Å and better

qualitative agreement with the TRE reference.

To check our results quantitatively, we computed the free energy profiles 𝐴(𝑄) from the

probability distribution functions at the different forces shown in Fig. 4.2A,B by taking 𝐴(𝑄) ≡

−𝑘B𝑇 ln(𝑃 (𝑑End)) and subtracting an offset such that the minimum in all cases was zero (see

Fig. 4.7). We then constructed scatter plots of the two sets of FISST+TRE free energies (with

and without freezing the weights) versus the TRE data at each of the corresponding forces, with

results shown in Fig. 4.2C. For each of the free energy scatter plots we computed the Spearman’s

rank correlation coefficient [230] (𝑟𝑐 ) using stats.spearmanr function implemented in scipy

[54, 182]. Although both sets of data gave relatively high 𝑟𝑐 values when averaged over the 5

forces (0.9698 and 0.9712 without and with freezing the weight distributions, respectively), we

observe a slight improvement when freezing the weights for the cases of -5, 0, and 5 pN forces.
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the expected strengthening of the PPII basin (top left) at high force and destabilization of the

alpha-helical basin right center as force is increased [59].

To demonstrate the accuracy and generality of our implementation, we also performed FISST

simulations coupled to REST3 and repeated our end-end distance and Ramachandran angle anal-

ysis for the -10, 0, and 10 pN forces, using REST3 simulation data collected at those forces. We

carried an initial FISST+REST3 run without freezing the weights and another FISST+REST3 by

freezing the weights after 20 ns in an analogous fashion, and compared the results of each run to

our reference data (Fig. 4.8, Fig. 4.9). In Fig. 4.8A we again find reasonable qualitative agreement

in the probability distribution functions at all the forces shown. Qualitative analysis in Fig. 4.8A

finds relatively high 𝑟𝑐 values for both FISST+REST3 runs, an average of 0.982 and 0.977 when

freezing the weights and without, indicating a slight improvement with respect to the reference

REST3 calculations when freezing. We also reweighted the Ramachandran angles calculated from

FISST+REST3 (Fig. 4.3B (bottom row)) at the forces shown to visually demonstrate that the combi-

nation of FISST+REST3 gives equivalent results to FISST+TRE, with quantitative analysis shown

in Fig. 4.9.

4.5.2 Simulations of Aib9 show improved performance from hybrid

FISST+RE sampling

While our results on Ala10 show that we are able to combine FISST with replica exchange tech-

niques, they do not demonstrate an obvious improvement that requires such a hybrid method. In

this section, we show that FISST alone may not be able to sample the free energy landscape of a

structured peptide, necessitating the additional sampling from tempering.
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When performing 4𝜇s (400 ns × 10 replicas) of REST3 simulations spanning 400Kś800K, a

symmetric free energy profile is obtained (black solid line) from the lowest replica in the ladder,

showing that solute tempering is an effective sampling approach for this model problem. This is

in contrast to the FISST data (red spheres) which fails to sample the right-helix basin even after

2 𝜇s of simulation time.

We then proceeded to combine FISST with REST3 by using the same 10 replicas but adding

FISST sampling on the range [-10pN:20pN]. We find that the FISST+REST3 data (gray spheres)

not only overcomes the poor sampling from the FISST method alone but also converges with

the benchmark REST3 data. Snapshots depicting some molecular configurations observed in this

process are shown in Fig. 4.11. To quantify the accuracy of the combined sampling, in Fig. 4.4B

we computed the root-mean-squared error (RMSE) of 𝐹 (𝜁 ′) for free energies below 6𝑘B𝑇 (chosen

to encompass all of the metastable states based on Fig. 4.4A). We computed the RMSE at 𝐹 = 0

for progressively longer time windows starting with 100 ns. At short times, the simulation does

not adequately sample the entire 𝜁 ′ = [−7.5, 7.5] range as it remains near the left-handed state,

resulting in a high error. While as previously noted, the FISST alone simulation does not converge,

the FISST+REST3 converges towards the REST3 reference to less 0.5 kcal/mol (∼0.63 𝑘B𝑇 for

𝑇 = 400K) in approximately 300 ns of total sampling. The same trends hold when using all bins

for the RMSE calculation (Fig. 4.12). While the FISST+REST3 curve does not approach zero, this

appears to be due to simply finite sampling resulting in slightly more data in the almost-right

metastable state for FISST+REST3 and slightly more data in the almost-left state in the reference

calculation.

It should also be emphasized that from a practical point of view, if many processors are avail-

able, the FISST+REST3 may be faster in wall clock time than running a single long trajectory,

where for example we needed a microsecond or more of Metadynamics simulation to converge

a good free energy profile for this system, even with a good reaction coordinate [226] (see Ta-

ble 4.9 for simulation times). We also note that the FISST+REST3 data also contains additional
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information about all forces from -10 to 20 pN, which we will discuss next, making it much more

efficient when this data is needed.

In Fig. 4.5Awe show the force-extension curve obtained from our simulations, by reweighting

the end-end distance data to compute a mean distance ⟨𝑑end⟩ as a function of force. This is an

academic exercise since experimental data for this system is not available. Here we compare the

force-extension curve for reference REST3 simulations performed at different forces of 0, 10, and

20 pN with our FISST alone or FISST+REST3 simulations. We assess accuracy in Fig. 4.5B as we

did in Ref. [60] by computing the Jenson-Shannon Distance[181] between the reweighted end-

end probability distributions. While this analysis shows that our FISST+REST3 result is accurate,

it also appears that the FISST alone result is accurate. This is because, evidently, the Aib9 helix

is quite resistant to extensional force, and the response is predicted correctly even when trapped

in only one helical state.
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Figure 4.5: (A) Theoretical Force vs average End-to-end distance ⟨𝑑𝐸𝑛𝑑⟩ curve for Aib9 calculated from

FISST (red dashed line) and FISST+REST3 (gray dashed line). End-to-end distance values calculated from

REST3 simulations at 0, 10, and 20 pN forces (black), and unbiased MD (blue) are embedded for compari-

son. (B) Jenson-Shannon distance of 𝑃 (𝑑𝐸𝑛𝑑 ) calculated for FISST (red) and FISST+REST3 (gray) for 0, 10,

20 pN forces using REST3 simulation data as the reference.
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4.5.3 Villin (NLE/NLE) mutant simulations allow us to assess

performance on a TSM-like molecule
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Figure 4.6: (A) Villin Mutant Force vs average End-to-end distance ⟨𝑑𝐸𝑛𝑑⟩ calculated for FISST + REST3

without freezing the weights and freezing the weights at 298K. ⟨𝑑𝐸𝑛𝑑⟩ values calculated from REST3 sim-

ulations at 𝐹 = 10 and 20 pN. Error bars represent 1/3 of the standard deviation in length at that force. (B).

Similar data as (A) for simulations where the lowest replica is at 𝑇 = 360𝐾 , which is close to the melting

temperature. Also shown is data from a 310 𝜇s trajectory at 𝑇 = 360𝐾 from Ref. [229].

The resistance of Aib9 to pulling prevents us from showing the full extent of FISST+REST3’s

performance on force-extension curves. We now wanted to test our approach for a protein used

in a TSM. Many such peptides do not have known structures (because they are not ordered),

making it difficult to know if we are using a good starting structure or forcefield. We therefore

decided to study the villin headpiece domain (HP35) since this protein is both well characterized

in experiments and probed as a tension sensor module [31].
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Initial test simulations we performed using wild type HP35 showed little stretching within

available simulation time, even with parallel tempering approaches, which we attributed to po-

tential forcefield over-stabilization of collapsed states [232, 233]; forcefield choice has also been

shown to have a very strong effect on the predicted stability of villin in solution [234]. For this

work, we therefore elected to study the Villin (NLE/NLE) mutant whose behavior has been exten-

sively characterized and studied across many simulation studies, and in particular was exhaus-

tively sampled by the DE Shaw Research group [229].

We analyze data collected from two sets of REST3 simulations consisting of 8 replicas, one

with a solute temperature range from 298K to 450K and another ranging from 360K to 500K. For

each solute temperature range, we ran FISST+REST3 using a force range [-10pN:20pN] for ∼200

ns each (1.6 𝜇s total simulation time). We then repeated these simulations restarting from the

point of 20 ns of simulation with weights frozen. We also collected data for 𝐹 = 10 and 20 pN for

both solute temperature ranges. An additional reference that we include in our analysis is the

∼310 𝜇s unbiased simulation of Villin (NLE/NLE) at 360K, identical to the simulation parameters

used by the authors of Ref. [229]. Consistent with analysis of our other systems, we analyze only

the bottom replica.

Fig. 4.6 shows our computed force extension curves for the two temperatures selected. The

lower is room temperature, where single molecule pulling experiments are performed on TSMs,

and 360K is close to but below the melting temperature for the mutant using this forcefield, so

that many more folding/unfolding events are observed in long unbiased simulations [229].

Here we observe an elastic regime where the force extension curve is linear from around

−5 pN to +5 pN of pulling force at both temperatures. In both cases, there is a turnover to an

inextensible regime, although at each temperature, one of the two data sets shows an indication of

entering another stretching regime. At𝑇 = 360𝐾 , the FISST+REST3 curves lie above the reference

calculations, which may be an indication of additional sampling of unlikely extended states due

to additional sampling from using the hybrid method. We argue that this is due to enhanced
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sampling rather than hindered sampling, because if anything we would naively expect the FISST

method to promote spending times at smaller extensions due to the need to sample the full force

range from -10 to 20 pN, but the opposite is observed here.

The data shown here contain a discrepancy between simulations of the same length with

and without frozen weights. This could be a consequence of the exchange protocol improving

the weight calculation such that the FISST calculation in each replica becomes more efficient,

resulting in the non-frozen weight data to lie closer to the reference single-force results.

In Fig. 4.13 we show how the histograms are transformed as the force on the ends of villin

is increased. For both 298K and 360K, there is a prominent peak at shorter distances (∼ 1.2 nm)

for low force which is shifted to a prominent peak at larger lengths (∼ 2.5 nm). The high force

distributions are unimodal, although there is some evidence for a shoulder developing at 3.0 nm

at the highest forces. The linear increase in average length due to a shift between two populations

is something we discussed as the most likely scenario for the low force regime when there are

two possible states [4], however here we are still remaining within compact states, meaning that

predominantly unfolded states are not being accessed here. In contrast, experimental data on

wild type HP35 shows a full unfolding with a change in length of 7 nm over this force range. For

this situation, we previously speculated based on geometric arguments that the force extension

curve would have the behavior like we observe here up through ∼ 5 pN, followed by a separation

of the folded state into three independent helices up to around 10 pN, at which point the helices

begin to populate fully extended states [4], commensurate with the discussion on folded TSMs

in Ref. [41]. We hypothesize that our lack of observation of this behavior in the experimentally

probed force regime still corresponds to over-stabilization of the folded state or collapsed partially

unfolded states by the forcefield/water model.
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4.6 Conclusions

In this work, we demonstrated that our force tempering method can be enhanced through combi-

nation with replica exchange approaches. Combination with solute tempering showed definitive

improvement for a test case where FISST alone failed. The combined approach is much more

efficient than running many individual simulations at different fixed forces when attempting to

compute a full force-extension curve as in our final example of the HP35 protein. Also, when

combining FISST with TRE, the full force extension profile at all temperatures is obtained simul-

taneously.

We chose to combine force and temperature sampling by employing a replica exchange ap-

proach, which we did because the implementation via a Monte Carlo scheme was practically

realizable due to the efforts of the developers of PLUMED and GROMACS [200, 220]. However,

we would also like to note that it should be possible to combine infinite switch simulated tem-

pering in force with the infinite switch simulated tempering in temperature (ISST), upon which

FISST was originally based [171]. This may be more effective than our approach here, since at

least on paper the infinite switch limit is the most efficient choice for parallel tempering [171, 235,

236]. While ISST is implemented in the MIST library [180], combining the two approaches would

require efficient implementation of estimating partition functions and weights using two dimen-

sional integrals over both inverse temperature and force which could pose a numerical challenge,

hence we chose not to pursue that effort at this time.

Finally, even with our improved sampling method, we have not yet computed a force exten-

sion curve that matches one measured experimentally. While it is possible that the difference is

due to the difference in solvent conditions (experiments mostly performed in phosphate-buffered

saline or similar), or that the experimental curve is not quite right, given the complex setup us-

ing tethering molecules and the need to significantly postprocess data from many pulling runs

[31, 41], for now we presume that the larger error comes from the simulation side. Given that
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we have implemented and then improved an effective force sampling approach, this points us

towards considering alternative water models and protein forcefields (or modifying terms in the

current ones) to find one that best matches the known behavior for a molecule like HP35. We

hope that combining our effective sampling approach with the appropriate forcefield will allow

us to design in silico new tension-sensing peptide molecules.

4.7 Data Availability

All input files, scripts, and output files are available from a GitHub repository for this manuscript.

Any additional files will be made available upon request.

4.8 Supporting information

4.8.1 Simulation Details

4.8.1.1 System Construction

Ala10 Aib9 HP35 HP35 (Ref. [229])
Forcefield Charmm36 [237] Charmm36m [225] Amberff99SB- Amberff99SB*-

ILDN [228] ILDN [228]
Water model TIP3P [223] TIP3P [223] TIP3P [223] TIP3P [223]
Box size

(Å) 56.0 35.0 86.80 54.0
Salt

Concentration 0 0 40 40
(mM)

Simulated 300 400 298, 360 360
Temperature (K)

Table 4.1: Overivew of system construction details for Alanine decamer (Ala10), Left-handed AIB9 he-

lix (Aib9), and Villin (NLE/NLE) mutant (HP35). We have also included system setup details for Villin

(NLE/NLE) mutant described in Ref. [229], which we use as a reference for our results in Sec. 4.5.3.
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4.8.1.2 Minimization

Ala10 HP35
Integrator Steepest Steepest

Descent Descent
Maximum Force 1000 1000
(kj/mol/nm)

Maximum Steps 50000 50000
Nearest Neighbour list type grid grid

Cutoff-scheme Verlet Verlet
Method for computing long-range

Electrostatcs PME PME
Short range interactions cutoff 1 1

(nm)

Table 4.2: Systemminimization details provided for Alanine decamer (Ala10) and Villin (NLE/NLE)mutant

(HP35). No entries for Left-handed AIB9 helix (Aib9) have been provided as the equilibrated inputs were

directly obtained from the authors of Ref. [224].

4.8.1.3 Eqilibration and Production run inputs

Ala10 Aib9 HP35
Timestep (fs) 2 2 2
Integrator Leap-frog Leap-frog Leap-frog
Thermostat Berendsen Nose-Hoover Berendsen
Barostat Parrinello- Parrinello- Parrinello-

Rahman Rahman Rahman
Nearest Neighbour list 10 20 10

update frequency
Cutoff-scheme Verlet Verlet Verlet

Method for computing long-range
Electrostatcs PME PME PME

Short range interactions cutoff 1 1.2 1
(nm)

Algorithm for LINCS LINCS LINCS
computing constraints

Table 4.3: Equilibration and Production run parameters used for Alanine decamer (Ala10), Left-handed

AIB9 helix (Aib9), and Villin (NLE/NLE) mutant (HP35).
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4.8.1.4 Production runs

FISST

Ala10 Aib9
Force range [-10,10] [-10,20]

(pN)
Total simulation time 0.5 2

(𝜇s)
Total number of runs 1 1

Table 4.4: Summary of all single-process simulations with FISST. Force range and total simulation time

collected provided for Alanine decamer (Ala10) and Left-handed AIB9 helix (Aib9). For Aib9, weights were

updated every 500 steps (1 ps) and both observable and restart data were also saved every 500 steps. For

Ala10, the weights were updated every 1000 steps (2 ps), and the observable data and restart data were

also saved for the same number of steps.

REST3

Ala10 Aib9 HP35
Solute temperature range [300,600] [400,500] [298,450], [360,500]

(K)
Forces 0, 10, 20 0, 10, 20 0, 10, 20
(pN)

Number of replicas 10 10 8
Exchange frequency 2500 2500 2500
(Number of steps)

Total Simulation Time 4 4 1.6
(𝜇s)

Total number of runs 3 3 6

Table 4.5: Summary of all REST3 simulations without FISST implemented. Forces used, Replica Exchange

setup, and total simulation time collected provided for Alanine decamer (Ala10), Left-handed AIB9 helix

(Aib9), and Villin (NLE/NLE) mutant (HP35).
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FISST+REST3

Ala10 Aib9 HP35
Solute temperature range [300,600] [400,500] [298,450], [360,500]

(K)
Number of replicas 10 10 8
Exchange frequency 2500 2500 2500
(Number of steps)

Force range [-10,10] [-10,20] [-10,20]
(pN)

Total Simulation Time 4 4 1.6
(𝜇s)

Ran with Yes Yes Yes
frozen weights

Total number of runs 2 1 4

Table 4.6: Summary of all FISST+REST3 simulations without FISST implemented. Force ranges, Replica

Exchange setup, and total simulation time collected provided for Alanine decamer (Ala10), Left-handed

AIB9 helix (Aib9), and Villin (NLE/NLE) mutant (HP35). We also specified if we ran additional simulations

with the updated PLUMED source code, which freezes the FISST weights. For Aib9, weights were updated

every 500 steps (1 ps) and both observable and restart data were also saved every 500 steps. For Ala10 and

HP35, the weights were updated every 1000 steps (2 ps), and the observable data and restart data were

also saved for the same number of steps.

TRE

Ala10
System temperature range [300,400]

(K)
Number of replicas 40
Exchange frequency 2500
(number of steps)

Forces used 0
(pN)

Total simulation time 4
(𝜇s)

Total number of runs 1

Table 4.7: Summary of Temperature Replica Exchange (TRE) performed for Alanine decamer (Ala10).

Forces used, Replica Exchange setup, and total simulation time collected are provided.
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FISST+TRE

Ala10
System temperature range [300,400]

(K)
Number of replicas 40
Exchange frequency 2500
(number of steps)
Forces range [0,10]

(pN)
Total simulation time 4

(𝜇s)
Ran with Yes

frozen weights
Total number of runs 2

Table 4.8: Summary of FISST+TRE runs performed for Alanine decamer (Ala10). Forces used, Replica

Exchange setup, and total simulation time collected are provided. For Ala10, the weights were updated

every 1000 steps (2 ps), and the observable data and restart data were also saved for the same number of

steps.
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4.8.2 Alanine Decamer

F = -10 pN
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Figure 4.7: Alanine Decamer Free energy profiles for TRE (black solid line), FISST+TRE without freezing

weights (red solid line), and FISST+TRE with freezing weights (gray solid line) calculated from the End-

to-end distance probability distributions at -10, -5, 0, 5, and 10 pN forces shown in Fig. 4.2A and Fig. 4.2B.
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Figure 4.8: (A) Alanine decamer End-to-end distance probability distribution functions calculated for TRE

(black solid line), FISST (blue spheres), REST3 (orange spheres), FISST+REST3 without freezing the weights

(red spheres), and FISST+REST3 with freezing the weights (gray spheres) at -10, 0, and 10 pN forces. (B)

(left) Corresponding free energy profiles. (right) Free energy scatter plots comparing FISST+TRE and TRE

data without and with freezing of the weights.
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Simulation Time Wall time
(𝜇s) (days:hours)

Unbiased MD 4 14:19

FISST 2 8:9
(single MD)

RE (×10) 4 1:16

FISST+RE (×10) 4 1:13

Table 4.9: Summary of total simulation and wall times of all Aib9 runs.

Total Simulation Time (µs)

REST3 

FISST 

FISST+REST3 

R
M

S
E

 (
k
B
T

)

0.1 1.0 2.0 3.0 4.0
0

1

2

3

4

5

6

7

F=0 pN

Figure 4.12: RMSE of 𝐹 (𝜁 ′) at zero force calculated from full free energy profiles from REST3 (black),

FISST (red), and FISST+REST3 (gray) using data points from different simulation time windows.
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Chapter 5

Influence of Linker Seqence on Tension

Sensor Module Behaviour: Force Induced

Structural Insights

This chapter summarizes unpublished work in collaboration with the Hoffman group at Duke

University.
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5.1 Introduction

Linker peptides, occurring naturally, primarily serve as spacers between protein domains to

prevent undesired interactions [238ś240]. These linkers often constitute polar and non-polar

residues such as Proline, Serine, Glycine, Glutamine, and Arginine. Depending on their amino

acid composition and length, diverse linkers can be engineered for constructing Fusion proteins,

amalgamating the functionalities of two or more protein domains. For instance, Flexible Link-

ers, rich in Glycine, enhance flexibility, facilitating movement for protein domains to interact

when necessary [240]. Incorporating polar or charged residues like Serine, Lysine, and Glutamic

acid increases hydrogen bonding with water, reducing non-native contact with protein domains.

A notable example is the design of a fusion protein with antigen-binding and marker activity,

enhancing its robustness for single-step immunodetection [241]. Conversely, Rigid Linkers,

constructed with non-polar residues like Proline and Alanine, restrict linker mobility and serve

as effective spacers to prevent unwanted interactions between protein domains in vivo, preserv-

ing biological activity [242ś244]. Another category is In Vivo Cleavable Linkers, designed to

be protease-sensitive or contain a readily reducible disulfide bond. This allows the fusion pro-

tein to be cleaved into separate protein domains in vivo when specific sites necessitate individual

functionality [245, 246]. Tailoring linkers according to amino acid composition and length offers

a diverse library of linkers applicable in various scenarios, highlighting linker design as a relevant

yet under-explored domain in Chemical Engineering.

Given the diverse landscape of linker design explored earlier, numerous linker databases have

emerged, housing vast repositories of linker peptides tailored for engineering Fusion Proteins.

Notable examples include the web-based program managed by the Centre for Integrative Bioin-

formatics VU (IBIVU) at Vrije University1 and LINKER [247], collectively containing thousands of

linker peptides. These databases serve as valuable resources, offering a foundation for a more ra-

1https://www.ibi.vu.nl/programs/linkerdbwww/
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tional linker design strategy. Users can define various parameters in the search engine, including

linker length (measured in either amino acid residues or Angstroms, Å), amino acid sequence,

or secondary structure. However, despite the available databases, a more refined and nuanced

characterization of linkers, incorporating considerations of functionality and their respective fu-

sion proteins, holds the potential to significantly advance linker design methodologies. Moving

beyond length and sequence would offer a more comprehensive understanding and utilization of

linkers in diverse applications.

As we attempt to understand the intricacies of linker design, efforts to illuminate the connec-

tion between linker structure and function have been propelled by various Molecular Dynamics

(MD) and Monte Carlo (MC) simulation studies. These endeavors seek to unravel the stability

of different secondary structures of short peptides in both polar and non-polar solvents [248ś

253]. Notably, PolyProline II (PPII) helices emerge as promising secondary structures for linkers,

standing behind 𝛼−helices and 𝛽−sheets in versatility. Importantly, despite the nomenclature,

the presence of Proline is not a prerequisite for the formation of PPII helices (see Sec. 5.2). These

helices not only provide a desirable degree of flexibility but also possess the capability to form

hydrogen bonds with water, a crucial feature for mitigating undesirable protein-linker interac-

tions [186]. This becomes particularly pertinent in the realm of Tension-Sensor Module (TSM)

engineering, where precision in linker design is paramount.

In this work, we present Monte Carlo and Molecular Dynamics simulations of 15 linkers

(Fig. 5.1) with varying amino acid composition and stiffness to predict the secondary structure of

potential Tension Sensor Module candidates with and without mechanical force. First, we show

the results of Monte Carlo simulations of 6 of the 15 linkers performed in the CAMPARI2 engine

with ABSINTH [254] implicit solvent and forcefield in the absence of mechanical force. After our

initial Monte Carlo runs, we proceed to show results from more detailed GROMACS [142] MD

simulations in TIP4P-D [232] explicit solventmodel andDES-AMBER (a99sb-disp) [234] forcefield

2https://campari.sourceforge.net/
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Description of linkers. For our computational studies, we constructed a set of 15 linkers (X)𝑁 ,

where X is the linker repeat (Fig. 5.1) and𝑁 is the number of repeats (𝑁 = 3, 5). All linkers contain

only a combination of Alanine, Glycine, Proline, and Serine. In particular, the fraction of Proline

and Serine serve as our primary tuning parameters as shown in Fig. 5.1. The presence of non-

polar Proline increases stiffness and reduces intramolecular hydrogen bonding due to the absence

of amide hydrogen. In contrast, the presence of polar Serine improves flexibility and the side-

chain hydroxyl group promotes hydrogen bonding and hence the formation ofmultiple secondary

structure motifs. We also acknowledge that additional variables, including the positioning of

Proline and the proportion of Alanine within each repeat, also play integral roles in determining

the overall stiffness and the variety of secondary structure motifs that the linkers will explore

during simulation.

5.2.1 Results from CAMPARI simulations

For our initial CAMPARI MC simulations we only constructed linkers and collected data for the

following repeats GGSGGS, GPGGA, PAPAGS, PASGGS, PPPAGS, and PPPPGS for 𝑁 = 3 at 298K

and 310K. The analysis presented here uses roughly 26000 frames after discarding an initial 1000

frames during equilibration.

We began our analysis by histogramming the End-to-end distance probability distribution

functions for each linker simulation. Here, we define the End-to-end distance as the distance be-

tween the terminal C𝛼 atoms of the peptide. These distributions are shown in Fig. 5.2 along with

the corresponding Worm-like Chain fitted distribution based on the model in Ref. [255]. Collec-

tively, the linker composition, particularly the amount of Serine and Proline affects End-to-end

distance sampling and overall linker stiffness. The data for the (GGSGGS)3 shows that the config-

urations from the simulation tend to a more collapsed state which can be visualized by the snap-

shot of ensemble configurations. The sampling of more collapsed states alludes to a considerable

degree of flexibility in (GGSGGS)3 and intramolecular hydrogen bonding which is given by the
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relatively low persistence length calculated from the model fit. Conversely, the simulation of the

(PPPPGS)3 linker which contains the highest Proline content out of the six shown here, samples

more extended configurations. The (PPPPGS)3 linker also yielded the highest persistence length

value implying a higher stiffness supported by the snapshot of ensemble configurations, which

appear almost entirely extended. From Fig. 5.2, we see an increase in Proline content leads to

an increase in persistence length and hence overall stiffness which also correlates with the more

extended structures in each snapshot of ensemble configurations. We note that the (GPGGA)3

deviates slightly from the trend even though it contains a Proline residue in its repeat. Given

that each repeat is made up of 5 residues as opposed to 6 in the others, the calculated End-to-end

distance values would be slightly lower. An important detail concerning the (GPGGA)3 linker is

the position of the Proline within the repeat rather than at one of the ends, which does not hinder

the linker’s flexibility as significantly. The position of Proline is another important factor to be

considered in linker design (see Sec. 5.3).

While the End-to-end distance analysis of our CAMPARI simulations verifies how residues,

particularly Serine and Proline impact linker rigidity, we also examined if the configurations we

predicted in our implicit solvent MC simulations gave us relevant structural motifs that are desir-

able for linker design. To gain insights into linker composition and secondary structure forma-

tion, we constructed Ramachandran plots from each simulation using the backbone dihedrals at

both temperatures (Fig. 5.3). The Ramachandran regions we reference are according to the defini-

tions presented in Ref. [256]. In general, an increase in Proline content in the linker is associated

with the expected strengthening of the PolyProline II (PPII) helix basin (Φ at (-110◦, -20◦) and Ψ at

(-180◦, -120◦) and (90◦, 180◦)). Simultaneously we see a weakening in the right-handed 𝛼−helix,

left-handed 𝛼−helix, and 𝛽−sheet basins. Analogous to the End-to-end distance analysis of the

(GPGGA)3 linker, we see more comparable sampling to the (GGSGGS)3 linker rather than the

other 4 linkers whose repeats contain Proline at the N-terminus, providing data to demonstrate

the effect of Proline position on linker secondary structure formation.
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in the linkers without any Proline.

Given the significance of the Polyproline II helix in linker design, we moved to quantify the

sampling of the PPII basinmore analytically. To this end, we computed the average PPII content of

our linker simulations at each force for both temperatures. Since the PPII helix is not an entry in

the secondary structure database, we referred to the definition from Ref. [256] and calculated the

PPII content directly from the backbone dihedrals. Although the data in Fig. 5.6 cannot be directly

correlated with the data in Fig. 5.5 as we are only considering the lowest energy conformations

in the latter, we are also able to observe increasing force leading to a monotonic increase in

PPII content and higher proline content linkers are more likely to contain PPII in their sequence

(> 50%).

5.3 Discussion and ongoing work

For this work, we conducted Monte Carlo (MC) and Molecular Dynamics (MD) simulations to

characterize themechanical and biochemical properties of a set of linker peptides as potential can-

didates in Tension Sensor Module engineering. Our simulations were able to provide molecular-

level insights into the structural changes and conformational ensembles that can be adopted by

these linker peptides of varying compositions of Alanine, Glycine, Proline, and Serine. For the

first half of this study, we performed CAMPARI MC simulations with an implicit solvent model

and ABSINTH forcefield as an initial approach to probe peptides similar to Intrinsically Disor-

dered Proteins (IDPs). However, it was important to gain molecular-level insights into linker

behavior in a setup more similar to experimental protocols. To this end, we increased the com-

plexity of our setup by including explicit solvent and ions and implemented pulling forces for our

GROMACS MD runs.

The data from both our CAMPARI and GROMACS simulations provided relevant insights

into the secondary structure formation and mechanical behavior of a diverse set of linker pep-
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tides with and without force. More specifically, both sets of simulation data support the effect of

Proline content on linker stiffness and propensity to populate the PPII basin of the Ramachandran

plot, we emphasize the persistence lengths calculated from our simulations are not within a mar-

gin of error of persistence length values of peptides containing Proline as previous studies [258,

259]. We also note that our analysis of the GROMACS simulations in Fig. 5.5 for verifyingWorm-

Like Chain behavior, our simulation is not in reasonable agreement for the 5 and 10 pN forces,

especially for the proline-rich linkers particularly (PPPAPA)5, (PPSPPS)5, and (PAPAPA)5. For

now, we attribute any inconsistencies with our Simulation protocol and ongoing efforts will in-

volve implementing more sophisticated Enhanced Sampling Methodologies to address sampling

bottlenecks. In particular, our work in Ref. [207] details a protocol for combining force tem-

pering with replica exchange methods, which essentially extracts the benefits of conformational

sampling from Replica Exchange [219] and force response prediction from the Infinite Switch

Simulated Tempering in Force (FISST) method [60]. Given the intrinsically disordered behavior

of these linker peptides, we rationalize a more rigorous enhanced sampling protocol would be

required to achieve more robust sampling and observable prediction.

From a more Biochemical perspective, an alternate area to explore is utilizing all 20 natu-

ral amino acids for designing linker sequences, such as Arginine, and Glutamine which are also

prominent linker residues that were not present in any linker peptide we studied here. Impor-

tantly, a direction to consider is determining the contribution a particular residue in a linker has

on secondary structure formation. Specifically, an ongoing study as part of our collaboration in

progress is determining how the secondary structure character of an amino acid is influenced by

its neighboring residue. For example, preliminary data from a model developed using our GRO-

MACS simulations has shown Glycine and Serine decrease the Polyproline II propensity of their

neighbors while Proline and Alanine have an increasing effect. Identifying how these trends

change under force has also been considered. Broadly speaking, predicting force response on

secondary structure formation of linker peptides from simulation data that correlates well with
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experimental findings will help develop a more theoretical framework for linker design in Fusion

Protein and Tension Sensor Module engineering.

5.4 Supporting Information

5.4.1 Simulation setup and data collection

CAMPARI Monte Carlo (MC) All CAMPARI simulations were run using CAMPARI Ver-

sion 4. We carried implicit solvent simulations using ABSINTH [254] forcefield. We implemented

the same MC moveset as Ref. [233] provided in Table 5.1. An equilibration run was carried out

for 10000000 steps which was discarded during the trajectory analysis stage, followed by an ad-

ditional data collection for 260000000 timesteps.

GROMACSMolecularDynamics (MD). WeemployedGROMACS 2020.4 [200] for all GRO-

MACS system construction, equilibration, and production runs, patched with PLUMED 2.7.0

[143]. Raw linker sequences were fed in AMBER MD [260] engine to generate starting PDB

structures, which were then converted into GROMACS compatible files. All linker systems were

constructed with TIP4P-D [232] explicit solvent, neutralized and ionized withNa+ and Cl− ions to

a 15mM salt concentration. To account for stretchability under force, we constructed each linker

in a cubic box with a length one nanometer greater than the contour length, which we calculated

bymultiplying the approximate length of each amino acid (∼0.38 nm)with the number of residues

in the peptide. Restraints were applied to the backbone atoms of the N-terminus residue by set-

ting the force constant of each atom along all three cartesian coordinates to 10000 kJ/mol/nm.

We followed the minimization equilibration protocol according to the standard GROMACS sim-

ulation protocol3. Production runs were carried out at 298K and 310K at 0, 5, 10, 15, and 20 pN

forces. The pulling protocol was implemented through the RESTRAINTmodule in PLUMED along

3http://www.mdtutorials.com/gmx/lysozyme/index.html
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FMCSC_RIGIDFREQ 0.05
FMCSC_TRANSSTEPSZ 2.0
FMCSC_ROTSTEPSZ 10.0
FMCSC_CLURBFREQ 0.2
FMCSC_CLURBMAX 3
FMCSC_COUPLERIGID 1
FMCSC_RIGIDRDFREQ 0.5

FMCSC_CHIFREQ 0.19
FMCSC_CHIRDFREQ 0.4

FMCSC_NRCHI 4
FMCSC_CHISTEPSZ 30.0
FMCSC_OMEGAFREQ 0.0684

FMCSC_OMEGARDFREQ 0.1
FMCSC_OMEGASTEPSZ 5.0
FMCSC_PIVOTRDFREQ 0.3
FMCSC_PIVOTSTEPZ 10.0
FMCSC_PKRFREQ 0.1231

FMCSC_PKRRDFREQ 0.2
FMCSC_PUCKERSTEP_DI 4.0
FMCSC_PUCKERSTEP_AN 2.0

FMCSC_CRFREQ 0.076
FMCSC_ALIGN 4

Table 5.1: CAMPARI Monte Carlo Moveset parameters for implicit solvent simulations with ABSINTH

forcefield.

the 𝑧−component of the End-to-end distance. A total of 110 ns of simulation time was collected

for each linker simulation and the first 10 ns were discarded during trajectory analysis.

5.4.2 Trajectory analysis and visualization

All trajectory snapshots were visualized in VMD version 1.9.3 [149]. Snapshots in Fig. 5.2 were

generated by selecting every 250th frame starting from the very first to the last frame in the

trajectory (100 configurations). Trajectory analysis was carried out using the mdtraj library

[144] in Python version 3.8.0.
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Chapter 6

Concluding Remarks and Future Studies

The primary goal of this thesis was to probe the connection between the structural changes of

Force-sensing machines studied in Mechanobiology and their respective functions during cellu-

lar processes, using various approaches in Computational Chemistry and Statistical Mechanics

to predict structural changes at the molecular level. We began by presenting different Molecular

Machines called Force Sensors and the structural changes they undergo in response to piconew-

ton magnitude forces, which facilitate essential cellular functions including motility, division,

and material transport. After exploring the substantial progress and insights from experimental

techniques implemented in Mechanobiology such as Single Molecule Force Spectroscopy tech-

niques and Tension Sensor Modules, we underscored some limitations and open-ended ques-

tions that require Computational and Theoretical frameworks. We structured this thesis to study

two major Mechanoresponsive systems: Actin Cytoskeleton and Molecular Springs. For each of

these systems, we identified a focused research question that could be addressed using computa-

tional techniques and gain novel molecular-level insights that contribute to the knowledge base

of Mechanobiology and open new areas for Theoretical Chemistry research.

144



6.1 Future directions in Arp2/3 activation

We began our Computational Chemistry approach to studyMechanobiology phenomena starting

with the Actin Cytoskeleton in Chapter 2. Specifically, we focused on Arp2/3 complex, an actin

nucleator unique for its ability to form branched actin filaments which is a critical component

in meiosis, maintaining cell-cell junctions, and endocytosis. Leveraging a recent high-resolution

crystal structure of Bos Taurus Arp2/3 in the branch junction, we performed unbiased and biased

Molecular Dynamics (MD) studies on Arp2/3 complex in different bound states which support a

Multi-step or unconcerted activation pathway as opposed to a Single-step or Concerted activation

pathway. The data from the simulations tells us that the two major activation changes under-

gone by actin-related proteins Arp2 and Arp3; movement into the shortpitch or filament-like

arrangement and subunit flattening are not tightly linked but rather can occur independently.

Unconcerted activation changes hint at the existence of stable intermediates the complex can

adopt, which could offer insights into novel mechanisms for actin filament binding, monomer re-

cruitment, and the release of Nucleation Promoting Factors (NPFs). Future computational studies

for understanding Arp2/3mechanismswould involve determining an energetic coupling between

the two activation changes (movement into short pitch and subunit flattening) and calculating

rate constants associated with each activation change, which would require more sophisticated

Enhanced Sampling and Non-equilibrium free energy calculation approaches. In addition to these

long-term research goals, we have also acquired preliminary simulation results that follow from

our work in Ref. [76]; namely, estimating a free energy barrier between the inactive and active

states and understanding the effect of Arp subunit nucleotide state (ADP or ATP) during activa-

tion.
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6.1.1 Inactive and Active Arp2/3 free energy barrier

The results in section 2.2.2 of Chapter 2 alluded to a considerable free energy barrier that had

to be crossed for Arp2/3 to transition from the inactive to active state. Rudimentary stages to

estimate the free energy between the two states involved leveraging the steered MD trajectories

of Active Arp2/3 bound to the mother filament and Free Active Arp2/3 complex and running

umbrella sampling simulations followed by Weighted Histogram Analysis Method (WHAM, [2])

to construct 1D and 2D free energy profiles in Fig. 6.1. We also compared our WHAM calcu-

lations with the Eigenvector Method for Umbrella Sampling [184]. Our protocol for umbrella

simulations began with choosing 16 configurations along the steered MD trajectory (Fig. 2.12

of Chapter 2), specifically the trajectory for which the bias was applied for 150 ns. We postu-

lated that the configurations along this trajectory would give a reasonably approximate pathway

from the active to inactive state as the Arps adopt a splayed arrangement. We then used each

of these configurations as our umbrella windows, biasing the Arp2-Arp3 COG distance (defined

in section 2.2.2 of Chapter 2) and collected 5 ns of simulation data for each window. From the

literature, we know the energy between the inactive and active states is several 𝑘B𝑇 [120] and

from experimental findings, Free Inactive Arp2/3 is more stable than Free Active Arp2/3, unless

Arp2/3 is in the branch junction or bound to a mother filament [134]. Evaluating our prelimi-

nary analysis in Fig. 6.1 based on these precursors we acknowledge several inconsistencies and

emphasize that additional efforts need to be made to reproduce more accurate results. Firstly, we

note that we only bias one activating structural change as our CV in our umbrella simulations,

which in its own is insufficient to capture other major structural changes that contribute to the

thermodynamics. For the 1D free energy plots calculated from the Active Arp2/3 bound to the

mother filament and Free Active Arp2/3, although we can see a difference in the two local minima

for the inactive and active states, the magnitude of energies is far less compared to experimental

findings. Along with these 1D free energy plots, we constructed a 2D free energy surface for sets

146





6.1.2 Importance of Arp subunit nucleotide state during activation

In section 2.2.1 of Chapter 2, we outlined four different Arp2/3 systems representing the different

bound states (Active Arp2/3 complex in the branch junction, Active Arp2/3 complex bound to the

mother filament only, Free Active Arp2/3 complex, and Free Inactive Arp2/3 complex) that we

constructed and simulated. We mentioned the nucleotide clefts of the Arp subunits are bound to

ATP consistent with a pre-activation state for every system studied (except for the system with

Active Arp2/3 complex in the branch junction). Additionally, systems of Active Arp2/3 bound

to the mother filament and Free active Arp2/3 complex containing ADP in the nucleotide clefts

of the Arp subunits were constructed and simulated, and the resulting data from these systems

were analyzed. Similar to our analysis described in section 2.2.3 of Chapter 2, we constructed

free energy contour plots for the Arp2-Arp3 COG distance (defined in section 2.2.2) and each

Arp subunit dihedral (𝜑Arp2 and 𝜑Arp3) shown in Fig. 6.2, which not only support the existence

of intermediates for a multi-step model of Arp2/3 activation but also underscore considerable

differences between the ADP and ATP nucleotide states. For the simulations of Active Arp2/3

bound to the mother filament, we observe a higher degree of twisting of the arps for the ADP-

bound state as opposed to the ATP-bound state. Another observation consistent with our other

data is the łtiltingž of Arp2 subunit described in section 2.2.2 and Fig. 2.17 of Chapter 2 that occurs

for the ADP-bound state. The simulation of Free Active Arp2/3 complex in the ADP-bound state

also shows more twisting of both Arp subunits as compared to the simulation with the ATP-

bound state. In addition, the contour plot for Arp2-Arp3 COG distance and Arp3 dihedral for

the ADP-bound Free Active Arp2/3 complex simulation has a broader spread compared to the

corresponding plot of the ATP-bound state, with a roughly symmetric distribution of flatter and

more twisted configurations. The differences observed for the ADP and ATP-bound simulations

point to a more intricate role ATP has in providing stability to the Arps in the activated state that

requires further simulation analysis for a more comprehensive study.
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ing conformational sampling. Specifically, the method linearly biases a Collective Variable (CV)

of interest, which is useful for investigating the effect of force along a crucial degree of free-

dom. Each force is assigned a weight function that describes the contribution it has during the

calculation of the average force and is updated "on the fly" and used in the reconstruction of

any observable at any given force, from a single simulation. We then implemented the FISST

formulation and assessed its performance on three different systems of increasing complexity:

A V-shape analytic potential, a "Toy" Beaded Helix system, and an atomistic Alanine decamer in

explicit water system. The method exhibited improved sampling efficacy for the first two systems

and demonstrated satisfactory results for the final system, thereby validating our approach. The

FISST method is now accessible to the public through its inclusion in the PLUMED repository

[143].

While we obtained promising results from our initial FISST implementation, in Chapter 4 we

asked if our method could be combined with another enhanced sampling methodology, namely

Replica Exchange, thereby incorporating the benefits of force tempering and conformational sam-

pling simultaneously. Following an approach consistent with our work in Ref. [60] we tested the

FISST and Replica Exchange hybrid methodology on three systems of increasing complexity: Ala-

nine Decamer from our original work, Left-handed AIB9 helix, and Villin (NLE/NLE) mutant, all

in explicit solvent. We find in this subsequent study that FISST alone fails to completely sample

the AIB9 helix energy landscape. It was only after concurrent sampling with FISST and Replica

Exchange we were able to recover a more complete free energy profile along the chirality coor-

dinate 𝜉′. The data obtained from the more complicated folded Villin (NLE/NLE) mutant system

indicates our system setup and protocol require more fine-tuning to recover a force-extension

curve that correlates better with experimental findings and for predicting force response when

designing Tension Sensor Modules.

Chapter 5 follows from Chapters 3 and 4, and also falls under Molecular Springs, wherein our

overarching goal is the in silico prediction of amino acid sequence force response to provide a
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more rational basis for Tension Sensor Module and Fusion Protein engineering. Unlike the previ-

ous Chapters where we have studied more defined atomistic systems, Chapter 5 features mainly

intrinsically disordered linker peptides of varying amino acid composition, which in turn alters

the mechanical and biochemical properties. Although we have only presented preliminary data,

we assert that our simulation data offers useful insights into the secondary structure formation

of linker peptides that correlate with experimental findings, more specifically proline-rich linkers

forming stable Polyproline II helices and proline increasing linker stiffness. We also acknowledge

some of our results, namely the persistence length calculations are not within a reasonablemargin

of error with previous studies. Therefore, we propose that the FISST and Replica Exchange hybrid

methodology introduced in Chapter 4 would address sampling issues we may have encountered

in our initial simulation protocol.
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